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PREFACE

THE CONTEXT OF COMPUTER ARITHMETIC

Advances in computer architecture over the past two decades have allowed the performance of
digital computer hardware to continue its exponential growth, despite increasing technological
difficulty in speed improvement at the circuit level. This phenomenal rate of growth, which
is expected to continue in the near future, would not have been possible without theoretical
insights, experimental research, and tool-building efforts that have helped transform computer
architecture from an art into one of the most quantitative branches of computer science and
engineering. Better understanding of the various forms of concurrency and the development
of a reasonably efficient and user-friendly programming model have been key enablers of this
success story.

The downside of exponentially rising processor performance is an unprecedented increase in
hardware and software complexity. The trend toward greater complexity is not only at odds with
testability and certifiability but also hampers adaptability, performance tuning, and evaluation
of the various trade-offs, all of which contribute to soaring development costs. A key challenge
facing current and future computer designers is to reverse this trend by removing layer after layer
of complexity, opting instead for clean, robust, and easily certifiable designs, while continuing
to try to devise novel methods for gaining performance and ease-of-use benefits from simpler
circuits that can be readily adapted to application requirements.

In the computer designers’quest for user-friendliness, compactness, simplicity, high per-
formance, low cost, and low power, computer arithmetic plays a key role. It is one of oldest
subfields of computer architecture. The bulk of hardware in early digital computers resided in
accumulator and other arithmetic/logic circuits. Thus, first-generation computer designers were
motivated to simplify and share hardware to the extent possible and to carry out detailed cost—
performance analyses before proposing a design. Many of the ingenious design methods that we
use today have their roots in the bulky, power-hungry machines of 30-50 years ago.

In fact computer arithmetic has been so successful that it has, at times, become transparent.
Arithmetic circuits are no longer dominant in terms of complexity; registers, memory and
memory management, instruction issue logic, and pipeline control have become the dominant
consumers of chip area in today’s processors. Correctness and high performance of arithmetic
circuits is routinely expected, and episodes such as the Intel Pentium division bug are indeed rare.

The preceding context is changing for several reasons. First, at very high clock rates, the
interfaces between arithmetic circuits and the rest of the processor become critical. Arithmetic
units can no longer be designed and verified in isolation. Rather, an integrated design opti-
mization is required, which makes the development even more complex and costly. Second,
optimizing arithmetic circuits to meet design goals by taking advantage of the strengths of new

XV
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technologies, and making them tolerant to the weaknesses, requires a reexamination of existing
design paradigms. Finally, incorporation of higher-level arithmetic primitives into hardware
makes the design, optimization, and verification efforts highly complex and interrelated.

This is why computer arithmetic is alive and well today. Designers and researchers in
this area produce novel structures with amazing regularity. Carry-lookahead adders comprise
a case in point. We used to think, in the not so distant past, that we knew all there was to
know about carry-lookahead fast adders. Yet, new designs, improvements, and optimizations
are still appearing. The ANSIIEEE standard floating-point format has removed many of the
concerns with compatibility and error control in floating-point computations, thus resulting in
new designs and products with mass-market appeal. Given the arithmetic-intensive nature of
many novel application areas (such as encryption, error checking, and multimedia), computer
arithmetic will continue to thrive for years to come.

THE GOALS AND STRUCTURE OF THIS BOOK

The field of computer arithmetic has matured to the point that a dozen or so texts and reference
books have been published. Some of these books that cover computer arithmetic in general (as
opposed to special aspects or advanced/unconventional methods) are listed at the end of the
preface. Each of these books has its unique strengths and has contributed to the formation and
fruition of the field. The current text, Computer Arithmetic: Algorithms and Hardware Designs,
is an outgrowth of lecture notes the author developed and refined over many years. Here are the
most important features of this text in comparison to the listed books:

Division of material into lecture-size chapters. In my approach to teaching, a lecture is a
more or less self-contained module with links to past lectures and pointers to what will
transpire in future. Each lecture must have a theme or title and must proceed from
motivation, to details, to conclusion. In designing the text, I strived to divide the material
into chapters, each of which is suitable for one lecture (1-2 hours). A short lecture can
cover the first few subsections, while a longer lecture can deal with variations, peripheral
ideas, or more advanced material near the end of the chapter. To make the structure
hierarchical, as opposed to flat or linear, lectures are grouped into seven parts, each
composed of four lectures and covering one aspect of the field (Fig. P.1).

Emphasis on both the underlying theory and actual hardware designs. The ability to cope
with complexity requires both a deep knowledge of the theoretical underpinnings of
computer arithmetic and examples of designs that help us understand the theory. Such
designs also provide building blocks for synthesis as well as reference points for
cost—performance comparisons. This viewpoint is reflected in, for example, the detailed
coverage of redundant number representations and associated arithmetic algorithms
(Chapter 3) that later lead to a better understanding of various multiplier designs and
on-line arithmetic. Another example can be found in Chapter 22, where CORDIC
algorithms are introduced from the more intuitive geometric viewpoint.

Linking computer arithmetic to other subfields of computing. Computer arithmetic is
nourished by, and in turn nourishes, other subfields of computer architecture and
technology. Examples of such links abound. The design of carry-lookahead adders
became much more systematic once it was realized that the carry computation is a special
case of parallel prefix computation that had been extensively studied by researchers in
parallel computing. Arithmetic for and by neural networks is an area that is still being
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Book Book parts Chapters
1. Numbers and Arithmetic
Number Representation 2. Representing Signed Numbers
(Part I) 3. Redundant Number Systems
4. Residue Number Systems
5. Basic Addition and Counting
Addition/Subtraction 6. Carry-Lookahead Adders
< (Part II) 7. Variations in Fast Adders
S0 8. Multioperand Addition
v ||E ‘ .
3 g, 9. Basic Multiplication Schemes
,% S| | Muldplication 10. High-Radix Multipliers
5 &g\ | (Part1II) 11. Tree and Array Multipliers
as] 3 12. Variations in Multipliers
T |2
S =
§ 13. Basic Division Schemes
= Division 14. High-Radix Dividers
3 (Part IV) 15. Variations in Dividers
-%" L 16. Division by Convergence
§ 17. Floating-Point Representations
= Real Arithmetic 18. Floating-Point Operations
:: (Part V) 19. Errors and Error Control
5 20. Precise and Certifiable Arithmetic
S
£
S) 21. Square-Rooting Methods
© Function Evaluation 22. The CORDIC Algorithms
(Part VI) 23. Variations in Function Evaluation
24. Arithmetic by Table Lookup
25. High-Throughput Arithmetic
Implementation Topics 26. Low-Power Arithmetic
(Part VII) 27. Fault-Tolerant Arithmetic
28. Past, Present, and Future

Fig. P.1  The structure of this book in parts and chapters.

explored. The residue number system has provided an invaluable tool for researchers
interested in complexity theory and the limits of fast arithmetic, as well as to the designers
of fault-tolerant digital systems.

Wide coverage of important topics. The text covers virtually all important algorithmic and
hardware design topics in computer arithmetic, thus providing a balanced and complete
view of the field. Coverage of unconventional number representation methods (Chapters
3 and 4), arithmetic by table lookup (Chapter 24), which is becoming increasingly
important, multiplication and division by constants (Chapters 9 and 13), errors and
certifiable arithmetic (Chapters 19 and 20), and the topics in Part VII (Chapters 25-28) do
not all appear in other textbooks.
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Unified and consistent notation and terminology throughout the text. Every effort is made
to use consistent notation and terminology throughout the text. For example, r always
stands for the number representation radix and s for the remainder in division or
square-rooting. While other authors have done this in the basic parts of their texts, many
tend to cover more advanced research topics by simply borrowing the notation and
terminology from the reference source. Such an approach has the advantage of making
the transition between reading the text and the original reference source easier, but it is
utterly confusing to the majority of the students, who rely on the text and do not consult
the original references except, perhaps, to write a research paper.

SUMMARY OF TOPICS

The seven parts of this book, each composed of four chapters, were written with the follow-
ing goals.

Part I sets the stage, gives a taste of what is to come, and provides a detailed perspective
on the various ways of representing fixed-point numbers. Included are detailed discussions of
signed numbers, redundant representations, and residue number systems.

PartII covers addition and subtraction, which form the most basic arithmetic building blocks
and are often used in implementing other arithmetic operations. Included in the discussions are
addition of a constant (counting), various methods for designing fast adders, and multioperand
addition.

Part III deals exclusively with multiplication, beginning with the basic shift/add algorithms
and moving on to high-radix, tree, array, bit-serial, modular, and a variety of other multipliers.
The special case of squaring is also discussed.

Part IV covers division algorithms and their hardware implementations, beginning with
the basic shift/subtract algorithms and moving on to high-radix, prescaled, modular, array, and
convergence dividers.

Part V deals with real number arithmetic, including various methods for representing real
numbers, floating-point arithmetic, errors in representation and computation, and methods for
high-precision and certifiable arithmetic.

Part VI covers function evaluation, beginning with the important special case of square-
rooting and moving on to CORDIC algorithms, followed by general convergence and approxi-
mation methods, including the use of lookup tables.

Part VII deals with broad design and implementation topics, including pipelining, low-
power arithmetic, and fault tolerance. This part concludes by providing historical perspective
and examples of arithmetic units in real computers.

POINTERS ON HOW TO USE THE BOOK

For classroom use, the topics in each chapter of this text can be covered in a lecture lasting 1-2
hours. In my own teaching, I have used the chapters primarily for 1.5-hour lectures, twice a
week, in a 10-week quarter, omitting or combining some chapters to fit the material into 18-20
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lectures. But the modular structure of the text lends itself to other lecture formats, self-study, or
review of the field by practitioners. In the latter two cases, readers can view each chapter as a
study unit (for one week, say) rather than as a lecture. Ideally, all topics in each chapter should
be covered before the reader moves to the next chapter. However, if fewer lecture hours are
available, some of the subsections located at the end of chapters can be omitted or introduced
only in terms of motivations and key results.

Problems of varying complexities, from straightforward numerical examples or exercises to
more demanding studies or miniprojects, are supplied for each chapter. These problems form an
integral part of the book: they were not added as afterthoughts to make the book more attractive
for use as a text. A total of 464 problems are included (15-18 per chapter). Assuming that two
lectures are given per week, either weekly or biweekly homework can be assigned, with each
assignment having the specific coverage of the respective half-part (two chapters) or full-part
(four chapters) as its “title.”

An instructor’s manual, with problem solutions and enlarged versions of the diagrams and
tables, suitable for reproduction as transparencies, is planned. The author’s detailed syllabus for
the course ECE 252B at UCSB is available at:

http://www.ece.ucsb.edu/courses/syllabi/default.html.

A simulator for numerical experimentation with various arithmetic algorithms is avail-
able at:

http://www.ecs.umass.edu/ece.koren/arith.simulator

courtesy of Pofessor Israel Koren.

References to classical papers in computer arithmetic, key design ideas, and important
state-of-the-art research contributions are listed at the end of each chapter. These references
provide good starting points for in-depth studies or for term papers or projects. A large number
of classical papers and important contributions in computer arithmetic have been reprinted in
two volumes [Swar90].

New ideas in the field of computer arithmetic appear in papers presented at biannual
conferences, known as ARITH-n, held in odd-numbered years [Arit]. Other conferences of
interest include Asilomar Conference on Signals, Systems, and Computers [Asil], International
Conference on Circuits and Systems [ICCS], Midwest Symposium on Circuits and Systems
[MSCS], and International Conference on Computer Design [ICCD]. Relevant journals include
IEEE Transactions on Computers [TrCo, particularly its special issues on computer arithmetic,
IEEE Transactions on Circuits and Systems [TrCS], Computers & Mathematics with Applications
[CoMa), IEE Proceedings: Computers and Digital Techniques [PtCD), IEEE Transactions on
VLSI Systems [TrVL], and Journal of VLSI Signal Processing [JVSP].

ACKNOWLEDGMENTS
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PART

NUMBER
REPRESENTATION

Number representation is arguably the most important topic in computer arith-
metic. In justifying this claim, it suffices to note that several important classes of
number representations were discovered, or rescued from obscurity, by computer
designers in their quest for simpler and faster circuits. Furthermore, the choice of
number representation affects the implementation cost and delay of all arithmetic
operations. We thus begin our study of computer arithmetic by reviewing conven-
tional and exotic representation methods for integers. Conventional methods are of
course used extensively. Some of the unconventional methods have been applied to
special-purpose digital systems or in the intermediate steps of arithmetic hardware
implementations where they are often invisible to computer users. This part consists
of the following four chapters:

Chapter 1 Numbers and Arithmetic
Chapter 2 Representing Signed Numbers
Chapter 3 Redundant Number Systems
Chapter 4 Residue Number Systems






Chapter
1T [NUMBERS AND
ARITHMETIC

This chapter motivates the reader, sets the context in which the material in
the rest of the book is presented, and reviews positional representations of
fixed-point numbers. The chapter ends with a review of methods for number
radix conversion and a preview of other number representation methods to
be covered. Chapter topics include:

1.1  What is Computer Arithmetic?

1.2 A Motivating Example

1.3 Numbers and Their Encodings

1.4 Fixed-Radix Positional Number Systems
1.5 Number Radix Conversion

1.6 Classes of Number Representations

1.1 WHAT IS COMPUTER ARITHMETIC?

A sequence of events, begun in late 1994 and extending into 1995, embarrassed the world’s
largest computer chip manufacturer and put the normally dry subject of computer arithmetic
on the front pages of major newspapers. The events were rooted in the work of Thomas
Nicely, a mathematician at the Lynchburg College in Virginia, who is interested in twin primes
(consecutive odd numbers such as 29 and 31 that are both prime). Nicely’s work involves the
distribution of twin primes and, particularly, the sum of their reciprocals S = 1/5 + 1/7 +
1/114+1/134+1/17+1/194+1/29+ 1/31+---+1/p + 1/(p +2) + - - -. While it is known
that the infinite sum $ has a finite value, no one knows what the value is.

Nicely was using several different computers for his work and in March 1994 added
a machine based on the Intel Pentium processor to his collection. Soon he began noticing
inconsistencies in his calculations and was able to trace them back to the values computed
for 1/p and 1/(p + 2) on the Pentium processor. At first, he suspected his own programs, the
compiler, and the operating system, but by October, he became convinced that the Intel Pentium
chip was at fault. This suspicion was confirmed by several other researchers following a barrage
of e-mail exchanges and postings on the Internet.
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The diagnosis finally came from Tim Coe, an engineer at Vitesse Semiconductor. Coe built
a model of Pentium’s floating-point division hardware based on the radix-4 SRT algorithm and
came up with an example that produces the worst-case error. Using double-precision floating-
point computation, the ratio ¢ = 4 195 835/3 145 727 = 1.333 82044 - - - is computed as 1.333
739 06 on the Pentium. This latter result is accurate to only 14 bits; the error is even larger than
that of single-precision floating-point and more than 10 orders of magnitude worse that what is
expected of double-precision computation [Mole95].

The rest, as they say, is history. Intel at first dismissed the severity of the problem and
admitted only a “subtle flaw,” with a probability of 1 in 9 billion, or once in 27,000 years for the
average spreadsheet user, of leading to computational errors. It nevertheless published a “white
paper” that described the bug and its potential consequences and announced a replacement policy
for the defective chips based on “customer need”; that is, customers had to show that they were
doing a lot of mathematical calculations to get a free replacement. Under heavy criticism from
customers, manufacturers using the Pentium chip in their products, and the on-line community,
Intel later revised its policy to no-questions-asked replacement.

Whereas supercomputing, microchips, computer networks, advanced applications (partic-
ularly chess-playing programs), and many other aspects of computer technology have made
the news regularly in recent years, the Intel Pentium bug was the first instance of arithmetic (or
anything inside the CPU for that matter) becoming front-page news. While this can be interpreted
as a sign of pedantic dryness, it is more likely an indicator of stunning technological success.
Glaring software failures have come to be routine events in our information-based society, but
hardware bugs are rare and newsworthy.

Having read the foregoing account, you may wonder what the radix-4 SRT division algo-
rithm is and how it can lead to such problems. Well, that’s the whole point of this introduction!
You need computer arithmetic to understand the rest of the story. Computer arithmetic is a
subfield of digital computer organization. It deals with the hardware realization of arithmetic
functions to support various computer architectures as well as with arithmetic algorithms for
firmware or software implementation. A major thrust of digital computer arithmetic is the design
of hardware algorithms and circuits to enhance the speed of numeric operations. Thus much
of what is presented here complements the architectural and algorithmic speedup techniques
studied in the context of high-performance computer architecture and parallel processing.

A majority of our discussions relate to the design of top-of-the-line CPUs with high-
performance parallel arithmetic circuits. However, we will at times also deal with slow bit-
serial designs for embedded applications, where implementation cost and I/O pin limitations
are of prime concern. It would be a mistake, though, to conclude that computer arithmetic is
useful only to computer designers. We will see shortly that you can use scientific calculators
more effectively and write programs that are more accurate and/or more efficient after a study of
computer arithmetic. You will be able to render informed judgment when faced with the problem
of choosing a digital signal processor (DSP) chip for your project. And, of course, you will know
what exactly went wrong in the Pentium.

Figure 1.1 depicts the scope of computer arithmetic. On the hardware side, the focus
is on implementing the four basic arithmetic operations (five, if you count square-rooting),
as well as commonly used computations such as exponentials, logarithms, and trigonometric
functions. For this, we need to develop algorithms, translate them to hardware structures, and
choose from among multiple implementations based on cost-performance criteria. Since the
exact computations to be carried out by the general-purpose hardware are not known a priori,
benchmarking is used to predict the overall system performance for typical operation mixes and
to make various design decisions.

On the software side, the primitive functions are given (e.g., in the form of a hardware
chip such as the Pentium processor or a software tool such as Mathematica), and the task is
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Hardware (our focus in this book) Software
Design of efficient digital circuits for Numerical methods for solving
primitive and other arithmetic operations systems of linear equations,
suchas +, —, x, +, /7, log, sin, and cos partial differential equations and so on
Issues: Algorithms Issues: Algorithms
Error analysis Error analysis
Speed/cost trade-offs Computational complexity
Hardware implementation Programming
Testing, verification Testing, verification
General-Purpose Special-Purpose
Flexible data paths Tailored to application areas such as
Fast primitive operations like Digital filtering
T XS Image processing
Benchmarking Radar tracking

Fig. 1.1 The scope of computer arithmetic.

to synthesize cost-effective algorithms, with desirable error characteristics, to solve various
problems of interest. These topics are covered in numerical analysis and computational science
courses and textbooks and are thus mostly outside the scope of this book.

Within the hardware realm, we will be dealing with both general-purpose arithmetic/logic
units (ALUs), of the type found in many commercially available processors, and special-purpose
structures for solving specific application problems. The differences in the two areas are minor
as far as the arithmetic algorithms are concerned. However, in view of the specific technological
constraints, production volumes, and performance criteria, hardware implementations tend to be
quite different. General-purpose processor chips that are mass-produced have highly optimized
custom designs. Implementations of low-volume, special-purpose systems, on the other hand,
typically rely on semicustom and off-the-shelf components. However, when critical and strict
requirements, such as extreme speed, very low power consumption, and miniature size, preclude
the use of semicustom or off-the-shelf components, the much higher cost of a custom design
may be justified even for a special-purpose system.

1.2 A MOTIVATING EXAMPLE

Use a calculator that has the square-root, square, and exponentiation (x”) functions to perform
the following computations. I have given the numerical results obtained with my (10+42)-digit
scientific calculator. You may obtain slightly different values.

First, compute “the 1024th root of 2” in the following two ways:

u=1y---+2=1000677 131

10 times

v = 21102 — 1 000 677 131

Save both u# and v in memory, if possible. If you can’t store ¥ and v, simply recompute them
when needed. Now, perform the following two equivalent computations based on u:
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10 times

x = ((?)---) = 1.999 999 963
x' = u'%%* = 1.999 999 973

Similarly, perform the following two equivalent computations based on v:

10 times

y = (7)) = 1.999 999 983
y =019 = 1.999 999 994

The four different values obtained for x, x’, y, and y’, in lieu of 2, hint that perhaps v and u are
not really the same value. Let’s compute their difference:

w=v—u=1x10""

Why isn’t w equal to zero? The reason is that even though u and v are displayed identically,
they in fact have different internal representations. Most calculators have hidden or guard digits
(mine has two) to provide a higher degree of accuracy and to reduce the effect of accumulated
errors when long computation sequences are performed.

Let’s see if we can determine the hidden digits for the u and v values above. Here is one way:

(u — 1) x 1000 = 0.677 130 680 [Hidden - - - (0) 68]
(v — 1) x 1000 = 0.677 130 690 [Hidden - - - (0) 69]

This explains why w is not zero, which in turn tells us why %% 5 1924 The following simple
analysis might be helpful in this regard.

,U1024 — (u + 10—11)]024

~ u]024 + 1024 x 10—11u1023 ~ u1024 + 2 % 10—8

The difference between v1%2* and #!%%* is in good agreement with the result of the preceding
analysis. The difference between (((#%)?) - - -)? and u!%?* exists because the former is computed
through repeated multiplications while the latter uses the built-in exponentiation routine of the
calculator, which is likely to be less precise.

Despite the discrepancies, the results of the foregoing computations are remarkably precise.
The values of u and v agree to 11 decimal digits, while those of x, x', y, y" are identical to eight
digits. This is better than single-precision, floating-point arithmetic on the most elaborate and
expensive computers. Do we have a right to expect more from a calculator that costs $20 or less?
Ease of use is, of course, a different matter from speed or precision. For a detailed exposition of
some deficiencies in current calculators, and a refreshingly new design approach, see [Thim95].

1.3 NUMBERS AND THEIR ENCODINGS

Number representation methods have advanced in parallel with the evolution of language. The
oldest method for representing numbers consisted of the use of stones or sticks. Gradually, as
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larger numbers were needed, it became difficult to represent them or develop a feeling for their
magnitudes. More importantly, comparing large numbers was quite cumbersome. Grouping the
stones or sticks (e.g., representing the number 27 by 5 groups of 5 sticks plus 2 single sticks)
was only a temporary cure. It was the use of different stones or sticks for representing groups
of 5, 10, etc. that produced the first major breakthrough.

The latter method gradually evolved into a symbolic form whereby special symbols were
used to denote larger units. A familiar example is the Roman numeral system. The units of this
system are 1, 5, 10, 50, 100, 500, 1000, 10 000, and 100 000, denoted by the symbols I, V, X,
L, C,D, M, ((I)), and (((I))), respectively. A number is represented by a string of these symbols,
arranged in descending order of values from left to right. To shorten some of the cumbersome
representations, allowance is made to count a symbol as representing a negative value if it is to
the left of a larger symbol. For example, IX is used instead of VIIII to denote the number 9 and
LD is used for CCCCL to represent the number 450.

Clearly, the Roman numeral system is not suitable for representing very large numbers.
Furthermore, it is difficult to do arithmetic on numbers represented with this notation. The
positional system of number representation was first used by the Chinese. In this method, the
value represented by each symbol depends not only on its shape but also on its position relative to
other symbols. Our conventional method of representing numbers is based on a positional system.

For example in the number 222, each of the “2” digits represents a different value. The
leftmost 2 represents 200. The middle 2 represents 20. Finally, the rightmost 2 is worth 2 units.
The representation of time intervals in terms of days, hours, minutes, and seconds (i.e., as
four-element vectors) is another example of the positional system. For instance, in the vector
T = 55535, the leftmost element denotes 5 days, the second from the left represents 5 hours,
the third element stands for 5 minutes, and the rightmost element denotes 5 seconds.

If in a positional number system, the unit corresponding to each position is a constant
multiple of the unit for its right neighboring position, the conventional fixed-radix positional
system is obtained. The decimal number system we use daily is a positional number system
with 10 as its constant radix. The representation of time intervals, as just discussed, provides an
example of a mixed-radix positional system for which the radix is the vector R = 0 24 60 60.

The method used to represent numbers affects not just the ease of reading and understanding
numbers but also the complexity of arithmetic algorithms used for computing with numbers. The
popularity of positional number systems is in part due to the availability of simple and elegant
algorithms for performing arithmetic on such numbers. We will see in subsequent chapters that
other representations provide advantages over the positional representation in terms of certain
arithmetic operations or the needs of particular application areas. However, these systems are
of limited use precisely because they do not support universally simple arithmetic.

In digital systems, numbers are encoded by means of binary digits or bits. Suppose you
have 4 bits to represent numbers. There are 16 possible codes. You are free to assign the 16
codes to numbers as you please. However, since number representation has significant effects
on algorithm and circuit complexity, only some of the wide range of possibilities have found
applications.

To simplify arithmetic operations, including the required checking for singularities or special
cases, the assignment of codes to numbers must be done in a logical and systematic manner. For
example, if you assign codes to 2 and 3 but not to 5, then adding 2 and 3 will cause an “overflow”
(yields an unrepresentable value) in your number system.

Figure 1.2 shows some examples of assignments of 4-bit codes to numbers. The first choice
is to interpret the 4-bit patterns as 4-bit binary numbers, leading to the representation of natural
numbers in the range [0, 15]. The signed-magnitude scheme results in integers in the range [—7, 7]
being represented, with 0 having two representations, (viz., £0). The 3-plus-1 fixed-point number
system (3 whole bits, 1 fractional bit) gives us numbers from 0 to 7.5 inincrements of 0.5. Viewing
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the 4-bit codes as signed fractions gives us a range of [—0.875, +0.875] or [—1, +0.875],
depending on whether we use signed-magnitude or 2’s-complement representation.

The 2-plus-2 unsigned floating-point number system in Fig. 1.2, with its 2-bit exponent
e in the range [~2, 1] and 2-bit integer significand s in [0, 3], can represent certain values
s x 2¢ in [0, 6]. In this system, 0.00 has four representations, 0.50, 1.00, and 2.00 have two
representations each, and 0.25, 0.75, 1.50, 3.00, 4.00, and 6.00 are uniquely represented. The
2-plus-2 logarithmic number system, which represents a number by approximating its 2-plus-2,
fixed-point, base-2 logarithm, completes the choices shown in Fig. 1.2.

1.4 FIXED-RADIX POSITIONAL NUMBER SYSTEMS

A conventional fixed-radix, fixed-point positional number system is usually based on a positive
integer radix (base) r and an implicit digit set {0, 1,---,r — 1}. Each unsigned integer is
represented by a digit vector of length k + [, with k digits for the whole part and / digits for the
fractional part. By convention, the digit vector xg_1Xx—2 - - - X1Xp.X—1X_2 - - - X_| Tepresents the
value:

k
(xkflxkﬁz s X1 X9 X1 X2 " -x_l)r = Z x,-r’

i=—l

One can easily generalize to arbitrary radices (not necessarily integer or positive or constant) and
digit sets of arbitrary size or composition. In what follows, we restrict our attention to digit sets
composed of consecutive integers, since digit sets of other types complicate arithmetic and have
no redeeming property. Thus, we denote our digit setby {—a, —a+1,---, -1, B} = [—a, B].

The following examples demonstrate the wide range of possibilities in selecting the radix
and digit set.

-20 -18 -16 -14 ~12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12 14 16 18 20

Unsigned integers [pocoococoooo0o0o000o0o0o0
Signed-magnitude [o OC000D0D0O0O000O0O0O0
o
Signed fractions, #*.xxx
Signed fractions, 2's-complement
2+2 floating point, sx 2° WO60 6 0 O
e in {-2,-1,0,1}, s in (0,1,2,3} 000 ©
o
o
2 +2 logarithmic [ommno 0000 O [} oI

Fig. 1.2 Some of the possible ways of assigning 16 distinct codes to represent numbers.
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B Example 1.1 Balanced ternary number system: r = 3, digit set = [—1, 1].

B Example 1.2 Negative-radix number systems: radix —r, digit set = [0, r — 1].

(- + X5X4X3X2X1X0. X1 X2X_3X_4X_5X_g )y = in(—r)‘

ZZdﬂ‘i—Zdﬂ"i 1

eveni oddi
= (- - - 0x40x70x0.0x_20x_40x_g - - -}, — (- - - x50x30x;0.x_10x_30x_50 - - -),
The special case with r = —2 and digit set of [0, 1] is known as the negabinary number
system.

B Example 1.3 Nonredundant signed-digit number systems: digit set [—a, r — 1 —a]
for radix r. As an example, one can use the digit set [—4, 5] for r = 10. We denote a
negative digit by preceding it with a minus sign, as usual, or by using a hyphen as a
left superscript when the minus sign could be mistaken for subtraction. For example,

(3°15)n represents the decimal number 295 =300—10+5
(-315)n represents the decimal number — 285 = —300+10+5

B Example 1.4 Redundant signed-digit number systems: digit set [—a, 8], with o +
B > r forradix r. One can use the digit set [—7, 7], say, for r = 10. In such redundant
number systems, certain values may have multiple representations. For example, here
are some representations for the decimal number 295:

(31 5)en = (30 5)en = (170 5)en

We will study redundant representations in detail in Chapter 3.

2 Example 1.5 Fractional radix number systems: r = 0.1 with digit set [0, 9].
(Xi1 Xk X1%0.X_1X 2 * X[ one-tenth = _ %i 107"
i

= (X " X_2X_1X0.X1X2 - * - Xk—2Xk—)ten
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[ Example 1.6 Irrational radix number systems: r = V2 with digit set [0, 1].

(- - X5X4X3X2X1X0. X_1X_2X_3X_4X_5X_6-* ") /2 = in(ﬁ)’
i

= (- XaX2X0-X—2X—4X_6 - Jwo + V2(- - - X5X3X] X_1X_3X_5 - Yoo

These examples illustrate the generality of our definition by introducing negative, fractional,
and irrational radices and by using both nonredundant or minimal ( different digit values) and
redundant (> r digit values) digit sets in the common case of positive integer radices. We can
go even further and make the radix an imaginary or complex number.

M Example 1.7 Complex-radix number systems: the quater-imaginary number sys-
tem uses r = 2j, where j = +/—1, and the digit set [0, 3].

(- - X5X4X3X0X1X0. X | X2 X_3X_4X_5X_¢ " **)2j = Z xi(2j)
i

= (- X4X2X0.X-2X4X 6 " * ) —four T 2] (- - X5X3X1.X_1X_3X_5 " * ) _four

It is easy to see that any complex number can be represented in the quater-imaginary number
system of Example 1.7, with the advantage that ordinary addition (with a slightly modified carry
rule) and multiplication can be used for complex-number computations. The modified carry rule
is that a carry of —1 (a borrow actually) goes two positions to the left when the position sum, or
digit total in a given position, exceeds 3.

In radix r, with the standard digit set [0, r — 1], the number of digits needed to represents
the natural numbers in [0, max] is:

k = |log, max] + 1 = [log, (max + 1)]

Note that the number of different values represented is max +1.
With fixed-point representation using & whole and / fractional digits, we have:

k

max =r¥ —r7t

=rk —ulp

We will find the term ulp, for unit in least (significant) position, quite useful in describing certain
arithmetic concepts without distinguishing between integers and fixed-point representations that
include fractional parts. For integers, ulp = 1.

Specification of time intervals in terms of weeks, days, hours, minutes, seconds, and
milliseconds is an example of mixed-radix representation. Given the two-part radix vector
- -r3rarirg; r—1r—z - - - defining the mixed radix, the two-part digit vector - - - x3X2x1X0; X1
x_p - - - represents the value

X2

x_
s+ X312F1Fg + Xorrg + X1k + Xo + =t +
r-i r-ir-z
In the time interval example, the mixed radix is - - - 7, 24, 60, 60; 1000 - - - and the digit vector
3,2,9,22,57; 492 (3 weeks, 2 days, 9 hours, 22 minutes, 57 seconds, and 492 milliseconds)
represents
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(3 x 7 x24 x 60 x 60)+ (2 x 24 x 60 x 60) + (9 x 60 x 60) + (22 x 60) + 57 + 492/1000
= 2020 977.492 seconds

In Chapter 4, we will see that mixed-radix representation plays an important role in dealing with
values represented in residue number systems.

1.5 NUMBER RADIX CONVERSION

Assuming that the unsigned value u has exact representations in radices r and R, we can write:

u=uwuv
= (Xk—1Xk—2 " - X1X0.X_1X_3 - - X_|),
= Xg-1Xk2- - X1Xo. X1 X5 - X_p)g
If an exact representation does not exist in one or both of the radices, the foregoing equalities

will be approximate.
The radix conversion problem is defined as follows:

Given r the old radix,

R the new radix, and the

x;s  digits in the radix-r representation of u
findthe X;s digits in the radix-R representation of u

In the rest of this section, we will describe two methods for radix conversion based on doing
the arithmetic in the old radix r or in the new radix R. We will also present a shortcut method,
involving very little computation, that is applicable when the old and new radices are powers of
the same number (e.g., 8 and 16, which are both powers of 2).

Note that in converting u from radix r to radix R, where r and R are positive integers, we
can convert the whole and fractional parts separately. This is because an integer (fraction) is an
integer (fraction), independent of the number representation radix.

Doing the arithmetic in the old radix r

We use this method when radix-r arithmetic is more familiar or efficient. The method is useful, for
example, when we do manual computations and the old radix is » = 10. The procedures for con-
verting the whole and fractional parts, along with their justifications or proofs, are given below.

Converting the whole part w

Procedure: Repeatedly divide the integer w = (xg_1Xg—2 - - - X1 X0), by the radix-r
representation of R. The remainders are the X;s, with Xo generated first.

Justification: (Xg_1Xgx_5--- X;Xo)g — (Xo)g is divisible by R. Therefore, X is the
remainder of dividing the integer w = (x4_1x4—z - - - x1x0), by the radix-r representation
of R.
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Example: (105)en = (Dfve

Repeatedly divide by 5:
Quotient Remainder
105 0
21 1
4 4
0

From the above, we conclude that (105)n = (410)fve.

Converting the fractional part v

Procedure: Repeatedly multiply the fraction v = (.x_jx_2---x_¢), by the radix-r
representation of R. In each step, remove the whole part before multiplying again. The
whole parts obtained are the X;s, with X_; generated first.

Justification: R x 0.X_1X_;--- X prg=X_1.X2---X_p)r.

Example: (105.486)n = (410.Mfve
Repeatedly multiply by 5:
Whole part  Fraction

486
430
150
750
750

3 750
From the above, we conclude that (105.486), ~ (410.22033)fve-

w o NN

Doing the arithmetic in the new radix R

We use this method when radix-R arithmetic is more familiar or efficient. The method is useful,
for example, when we manually convert numbers to radix 10. Again, the whole and fractional
parts are converted separately.

Converting the whole part w

Procedure: Use repeated multiplications by r followed by additions according to the
formula ((- - - ((Xg—17 + Xg_2)¥ + Xp—3)r + - - )r + x1)r + Xo.

Justification: The given formula is the well-known Horner’s method (or rule), first
presented in the early nineteenth century, for the evaluation of the (k — 1)th-degree
polynomial x;_ ;7% ~! + xp_or* =2 + - - - 4 x1r + xp [Knut97].
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Example: 410)five = (Mien

(4x5)+1)x54+0=105= (410)ave = (105)¢en

Converting the fractional part v
Procedure: Convert the integer r/(0.v) and then divide by r/ in the new radix.
Justification: ' (0.v)/r' =0.v

Example:  (410.220 33)gve = (105.7)en

(0.220 33)g4e X 5° = (22 033)fiye = (1518)¢en
1518/5% = 1518/3125 = 0.485 76
From the above, we conclude that (410.22033)gve = (105.48576)en.
Note: Horner’s method works here as well but is generally less practical. The digits
of the fractional part are processed from right to left and the multiplication operation

is replaced with division. Figure 1.3 shows how Horner’s method can be applied to the
preceding example.

Shortcut method for r = b% and R = b€

In the special case when the old and new radices are integral powers of a common base b, that
is, 7 = b¢ and R = b%, one can convert from radix r to radix » and then from radix b to radix
R. Both these conversions are quite simple and require virtually no computation.

(((((8/5)+3)/5+0)/5+2)/5+2)/5

0.48576

Fig. 1.3 Horner’s rule used to convert (.22033)4ye to decimal.
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To convert from the old radix r = b toradix b, simply convert eachradix-r digit individually
into a g-digit radix-b number and then juxtapose the resulting g-digit numbers.

To convert from radix b to the new radix R = %, form G-digit groups of the radix-b
digits starting from the radix point (to the left and to the right). Then convert the G-digit radix-b
number of each group into a single radix-R digit and juxtapose the resulting digits.

B Example 1.8 (2301.302)0ur = (Deight

We have 4 = 22 and 8 = 23. Thus, conversion through the intermediate radix 2 is
used. Each radix-4 digit is independently replaced by a 2-bit radix-2 number. This is
followed by 3-bit groupings of the resulting binary digits to find the radix-8 digits.

(2 301.302)goyr = (10 11 00 01.11 00 10)wo

2301 302
= (10 110 001.110 010 )wo = (261.62)eignt

Clearly, when g = 1(G = 1), the first (second) step of the shortcut conversion procedure is
eliminated. This corresponds to the special case of R = r¥(r = R#). For example, conversions
between radix 2 and radix 8 or 16 belong to these special cases.

1.6 CLASSES OF NUMBER REPRESENTATIONS

In Sections 1.4 and 1.5, we considered the representation of unsigned fixed-point numbers using
fixed-radix number systems, with standard and nonstandard digit sets, as well as methods for
converting between such representations with standard digit sets. In digital computations, we also
deal with signed fixed-point numbers as well as signed and unsigned real values. Additionally,
we may use unconventional representations for the purpose of speeding up arithmetic operations
or increasing their accuracy. Understanding different ways of representing numbers, including
their relative cost—performance benefits and conversions between various representations, is an
important prerequisite for designing efficient arithmetic algorithms or circuits.

In the next three chapters, we will review techniques for representing fixed-point num-
bers, beginning with conventional methods and then moving on to some unconventional
representations.

Signed fixed-point numbers, including various ways of representing and handling the sign
information, are covered in Chapter 2. Signed-magnitude, biased, and complement representa-
tions (including both 1’s- and 2’s-complement) are covered in some detail.

The signed-digit number systems of Chapter 3 can also be viewed as methods for repre-
senting signed numbers, although their primary significance lies in the redundancy that allows
addition without carry propagation. The material in Chapter 3 is essential for understanding
several speedup methods in multiplication, division, and function evaluation.

Chapter 4 introduces residue number systems (for representing unsigned or signed integers)
that allow some arithmetic operations to be performed in a truly parallel fashion at very high
speed. Unfortunately, the difficulty of division and certain other arithmetic operations renders
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these number systems unsuitable for general applications. In Chapter 4, we also use residue
representations to explore the limits of fast arithmetic.

Representation of real numbers can take different forms. Examples include slash number
systems (for representing rational numbers), logarithmic number systems (for representing real
values), and of course, floating-point numbers that constitute the primary noninteger data format
in modern digital systems. These representations are discussed in Chapter 17 (introductory
chapter of Part V), immediately before we deal with algorithms, hardware implementations, and
error analyses for real-number arithmetic.

By combining features from two or more of the aforementioned “pure” representations,
we can obtain many hybrid schemes. Examples include hybrid binary/signed-digit (see Section
3.4), hybrid residue/binary (see Section 4.5), hybrid logarithmic/signed-digit (see Section 17.6),
and hybrid floating-point/logdrithmic (see Problem 17.16) representations.

1.1 Arithmetic algorithms Consider the integral I, = fol x"e~* dx that has the exact solu-
tionn![1—(1/e) Y ,_, 1/r!]. The integral can also be computed based on the recurrence
equation I, = nl,_| — 1/ewith [y =1 — 1/e.

Prove that the recurrence equation is correct.

Use a calculator or write a program to compute the values of /; for 1 < j < 20.

Repeat part b with a different calculator or with a different precision in your program.

pe TP

Compare your results to the exact value Ip = 0.018 350 468 and explain any
difference.

1.2 Arithmetic algorithms Consider the sequence {u;} defined by the recurrence u; | =
iu; —i,withu, =e.
a. Use a calculator or write a program to determine the values of u; for | <i < 25.
b. Repeat part a with a different calculator or with a different precision in your program.

¢. Explain the results.

1.3 Arithmetic algorithms Consider the sequence {g;} defined by the recurrence a;, =
111 — 1130/a;4+1 4 3000/(a;1a;), with ag = 11/2 and a; = 61/11. The exact limit of
this sequence is 6; but on any real machine, a different limit is obtained. Use a calculator
or write a program to determine the values of a; for 2 < i < 25. What limit do you seem
to be getting? Explain the outcome.

1.4  Positional representation of the integers

a. Prove that an unsigned binary integer x is a power of 2 if and only if the bitwise
logical AND of x and x — 1 is 0.

b. Prove that an unsigned radix-3 integer x = (Xg_1X¢_2 - * - X1X0)ree iS €ven if and only
if Y570 x; is even.

c. Prove that an unsigned binary integer x = (xXg_1Xg—2 - - * X1 X0)wwo 1S divisible by 3 if
and only if ) — 2 _odq, Xi is a multiple of 3.

d. Generalize the statements of parts b and ¢ to obtain rules for divisibility of radix-r
integers by r — 1 and r + 1.

eveni Xi
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1.5

1.6

1.7

1.8

1.9

1.10

111

Unconventional radices

a. Convert the negabinary number (0001 1111 0010 1101) _two to radix 16 (hexadeci-
mal).

b. Repeat part a for radix —16 (negahexadecimal).

¢.  Derive a procedure for converting numbers from radix r to radix —r and vice versa.

Unconventional radices Consider the number x whose representation in radix —r (with
r a positive integer) is the (2k + 1)-element all-1s vector.

Find the value of x in terms of k and r.

Represent —x in radix —r (negation or si gn change).

Represent x in the positive radix r.

BRS¢

Represent —x in the positive radix r.

Unconventional radices Let 6 be a number in the negative radix —r whose digits are
all r — 1. Show that —6 is represented by a vector of all 2s, except for its most- and
least-significant digits, which are 1s.

Unconventional radices Consider a fixed-radix positional number system with the digit
set [—2, 2] and the imaginary radix » = 2 (j = /—1).
a. Describe a simple procedure to determine whether a number thus represented is real.

b. Show that all integers are representable and that some integers have multiple repre-
sentations.

c. Can this system represent any complex number with integral real and imaginary
parts?

d. Describe simple procedures for finding the representations of @ — bj and 4(a + bj),
given the representation of a + b;.

Unconventional radices Consider the radix r = —1 4+ J(j = +~/—1) with the digit set
(0, 11.
a. Express the complex number —49 + ; in this number system.

b. Devise a procedure for determining whether a given bit string represents a real
number.

¢.  Show that any natural number is representable with this number system.

Number radix conversion

a. Convert the following octal (radix-8) numbers to hexadecimal (radix-16) notation:
12,5 655, 2 550 276, 76 545 336, 3 726 755

b. Represent (48A.C2)gixteen and (192.837)e, in radices 2, 8, 10, 12, and 16.

Outline procedures for converting an unsigned radix-r number, using the standard
digit set [0, r — 1], into radices 1/7, \/r and j ¥/r(j = /—1), using the same digit
set.

Number radix conversion Consider a fixed-point, radix-4 number system in which a
number x is represented with k whole and / fractional digits.
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PROBLEMS 17

a. Assuming the use of standard radix-4 digit set [0, 3] and radix-8 digit set [0, 7], deter-
mine K and L, the numbers of whole and fractional digits in the radix-8 representation
of x as functions of k and /.

b. Repeat part a for the more general case in which the radix-4 and radix-8 digit sets
are [—«, B] and [-2«, 28], respectively, witho > O and B > 0.

Number radix conversion Dr. N. E. Patent, a frequent contributor to scientific journals,
claims to have invented a simple logic circuit for conversion of numbers from radix 2
to radix 10. The novelty of this circuit is that it can convert arbitrarily long numbers.
The binary number is input one bit at a time. The decimal output will emerge one digit
at a time after a fixed initial delay that is independent of the length of the input number.
Evaluate this claim using only the information given.

Fixed-point number representation Consider a fixed-point, radix-3 number system,
using the digit set [—1, 1], in which numbers are represented with & integer digits and /
fractional digits as: dy_dy_» - - - dydo.d_yd_, - - - d_,

a. Determine the range of numbers represented as a function of £ and /.

b. Given that each radix-3 digit needs a 2-bit encoding, compute the representation
efficiency of this number system relative to the binary representation.

¢. Outline a carry-free procedure for converting one of the above radix-3 numbers to
an equivalent radix-3 number using the redundant digit set [0, 3]. By a carry-free
procedure, we mean a procedure that determines each digit of the new representation
locally from a few neighboring digits of the original representation, so that the speed
of the circuit is independent of the length of the original number.

Number radix conversion Discuss the design of a hardware number radix converter that
receives its radix-r input digit-serially and produces the radix-R output (R > r) in the
same manner. Multiple conversions are to be performed continuously; that is, once the
last digit of one number has been input, the presentation of the second number can begin
with no time gap [Parh92].

Decimal-to-binary conversion Consider a 2k-bit register, the upper half of which holds a
decimal number, with each digit encoded as a 4-bit binary number (binary-coded decimal
or BCD). Show that repeating the following steps & times will yield the binary equivalent
of the decimal number in the lower half of the 2k-bit register: Shift the 2k-bit register one
bit to the right; independently subtract 3 units from each 4-bit segment of the upper half
whose binary value equals or exceeds 8 (there are k/4 such 4-bit segments).

Design of comparators An /4-bit comparator is a circuit with two 4-bit unsigned binary
inputs, x and y, and two binary outputs designating the conditions x < y and x > y.
Sometimes a third output corresponding to x = y is also provided, but we do not need it
for this problem.

a. Present the design of a 4-bit comparator.

b. Show how five 4-bit comparators can be cascaded to compare two 16-bit numbers.

Show how a three-level tree of 4-bit comparators can be used to compare two 28-bit
numbers. Try to use as few 4-bit comparator blocks as possible.
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d. Generalize the result of part b to derive a synthesis method for large comparators
built from a cascaded chain of smaller comparators.
e. Generalize the result of part c to derive a synthesis method for large comparators
built from a tree of smaller comparators.
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Chapter

2 |REPRESENTING SIGNED
NUMBERS

This chapter deals with the representation of signed fixed-point numbers by
providing an attached sign bit, adding a fixed bias to all numbers, comple-
menting negative values, attaching signs to digit positions, or using signed
digits. In view of its importance in the design of fast arithmetic algorithms
and hardware, representing signed fixed-point numbers by means of signed
digits is further explored in Chapter 3. Chapter topics include:

2.1 Signed-Magnitude Representation

2.2 Biased Representations

2.3 Complement Representations

2.4 Two's- and 1’s-Complement Numbers
2.5 Direct and Indirect Signed Arithmetic
2.6 Using Signed Positions or Signed Digits

2.1 SIGNED-MAGNITUDE REPRESENTATION

The natural numbers 0, 1, 2, - - -, max can be represented as fixed-point numbers without frac-
tional parts (refer to Section 1.4). In radix r, the number k of digits needed for representing the
natural numbers up to max is

k = |log, max] + 1 = [log,(max + 1)]

Conversely, with k digits, one can represent the values 0 through r¥ — 1, inclusive; that is, the
interval [0, r* — 1] = [0, r*) of natural numbers.

Natural numbers are often referred to as “unsigned integers,” which form a special data type
in many programming languages and computer instruction sets. The advantage of using this data
type as opposed to “integers” when the quantities of interest are known to be nonnegative is that
a larger representation range can be obtained (e.g., maximum value of 255, rather than 127, with
8 bits).

One way to represent both positive and negative integers is to use “signed magnitudes,” or
the sign-and-magnitude format, in which one bit is devoted to sign. The common convention is

19
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to let 1 denote a negative sign and 0 a positive sign. In the case of radix-2 numbers with a total
length of k bits, k —1 bits will be available to represent the magnitude or absolute value of the
number. The range of k-bit signed-magnitude binary numbers is thus [—(2*~" — 1), 261 —11.
Figure 2.1 depicts the assignment of values to bit patterns for a 4-bit signed-magnitude format.

Advantages of signed-magnitude representation include its intuitive appeal, conceptual
simplicity, symmetric range, and simple negation (sign change) by flipping or inverting the sign
bit. The primary disadvantage is that addition of numbers with unlike signs (subtraction) must
be handled differently from that of same-sign operands.

The hardware implementation of an adder for signed-magnitude numbers either involves a
magnitude comparator and a separate subtractor circuit or else is based on the use of com-
plement representation (see Section 2.3) internally within the arithmetic/logic unit (ALU).
In the latter approach, a negative operand is complemented at the ALU’s input, the com-
putation is done by means of complement representation, and the result is complemented,
if necessary, to produce the signed-magnitude output. Because the pre- and postcomplemen-
tation steps add to the computation delay, it is better to use the complement representation
throughout.

Besides the aforementioned extra delay in addition and subtraction, signed-magnitude
representation allows two representations for 0, leading to the need for special care in number
comparisons or added overhead for detecting —0 and changing it to +0. This drawback, however,
is unavoidable in any radix-2 number representation system with symmetric range.

Figure 2.2 shows the hardware implementation of signed-magnitude addition using se-
lective pre- and postcomplementation. The control circuit receives as inputs the operation to
be performed (0 = add, 1 = subtract), the signs of the two operands x and y, the carry-out
of the adder, and the sign of the addition result. It produces signals for the adder’s carry-in,
complementation of x, complementation of the addition result, and the sign of the result. Note
that complementation hardware is provided only for the x operand. This is because x — y can be
obtained by first computing y — x and then changing the sign of the result. You will understand
this design much better after we have covered complement representations of negative numbers
in Sections 2.3 and 2.4.

Bit pattern
1111 0000 0001 (representation)
1110
1101 0011
Signed values Increment
1100 (signed magnitude) ~ +4| 0100
+5/ 0101

1001

1000

Fig. 2.1 A 4-bit signed-magnitude number representation system for integers.
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Sign x Sign y x * y
Selective
Compl x complement

v v
Add/Sub I \/

—p §—
Control Cou Adder cn
< Sign
b Selective
+ Compl s complement
Sign s *s

Fig. 2.2 Adding signed-magnitude numbers using pre-complementation and postcomplementation.

2.2 BIASED REPRESENTATIONS

One way to deal with signed numbers is to devise a representation or coding scheme that
converts signed numbers into unsigned numbers. For example, the biased representation is
based on adding a positive value bias to all numbers, allowing us to represents the integers
from —bias to max — bias using unsigned values from 0 to max. Such a representation is
sometimes referred to as “excess-bias” (e.g., excess-3 or excess-128) coding. We will see in
Chapter 17 that biased representation is used to encode the exponent part of a floating-point
number.

Figure 2.3 shows how signed integers in the range [—8, +7] can be encoded as unsigned
values O through 15 by using a bias of 8. With k-bit representations and a bias of 247!, the
leftmost bit indicates the sign of the value represented (0 = negative, 1 = positive). Note that
this is the opposite of the commonly used convention for number signs. With a bias of 2% or
2k — 1, the range of represented integers is almost symmetric.

Biased representation does not lend itself to simple arithmetic algorithms. Addition and
subtraction become somewhat more complicated because one must subtract or add the bias
from/to the result of a normal add/subtract operation, since:

x + y + bias = (x + bias) + (y + bias) — bias
x — y + bias = (x + bias) — (y + bias) + bias

With k-bit numbers and a bias of 2¥~1, adding or subtracting the bias amounts to complementing
the leftmost bit. Thus, the extra complexity in addition or subtraction is negligible.

Multiplication and division become significantly more difficult if these operations are to
be performed directly on biased numbers. For this reason, the practical use of biased represen-
tation is limited to the exponent parts of floating-point numbers, which are never multiplied or
divided.
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Bit pattern
1 0000 0001 (representation)
1110 0010
1101 0011
Signed values Increment
1100 |+4 (biased by 8) -4 0100
=3/ o101

1001

1000

Fig. 2.3 A 4-bit biased integer number representation system with a bias of 8.

2.3 COMPLEMENT REPRESENTATIONS

In a complement number representation system, a suitably large complementation constant M
is selected and the negative value —x is represented as the unsigned value M — x. Figure 2.4
depicts the encodings used for positive and negative values and the arbitrary boundary between
the two regions.

To represent integers in the range [— N, + P] unambiguously, the complementation constant
M must satisfy M > N + P + 1. This is justified by noting that to prevent overlap between the

Unsigned
representations
. rement
Signed 3 Increm
values
4

Fig. 2.4 Complement representation of signed integers.
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representations of positive and negative values in Figure 2.4, we must have M — N > P. The
choice of M = N + P + 1 yields maximum coding efficiency, since no code will go to waste.

In a complement system with the complementation constant M and the number represen-
tation range [—N, + P], addition is done by adding the respective unsigned representations
(modulo M). The addition process is thus always the same, independent of the number signs.
This is easily understood if we note that in modulo-M arithmetic adding M — 1 (e.g.), is the
same as subtracting 1. Table 2.1 shows the addition rules for complement representations, along
with conditions that lead to overflow.

Subtraction can be performed by complementing the subtrahend and then performing
addition. Thus, assuming that a selective complementer is available, addition and subtrac-
tion become essentially the same operation, and this is the primary advantage of complement
representations.

Complement representation can be used for fixed-point numbers that have a fractional part.
The only difference is that consecutive values in the circular representation of Fig. 2.4 will be
separated by ulp instead of by 1. As a decimal example, given the complementation constant
M = 12.000 and a fixed-point number range of [—6.000, +5.999], the fixed-point number
—3.258 has the complement representation 12.000 — 3.258 = 8.742.

We note that two auxiliary operations are required for complement representations to be
effective: complementation or change of sign (computing M — x) and computations of residues
mod M. If finding M — x requires subtraction and finding residues mod M implies division, then
complement representation becomes quite inefficient. Thus M must be selected such that these
two operations are simplified. Two choices allow just this for fixed-point radix-r arithmetic with
k whole digits and / fractional digits:

Radix complement M =r*
Digit or diminished-radix complement M = r¥ — ulp

For radix-complement representations, modulo-M reduction is done by ignoring the carry-out
from digit position k — 1 in a (k +1)-digit radix-r addition. For digit-complement representations,
computing the complement of x (i.e., M — x), is done by simply replacing each nonzero digit
x; by r — 1 — x;. This is particularly easy if 7 is a power of 2. Complementation with M = r*
and mod-M reduction with M = r* — ylp are similarly simple. You should be able to supply
the details for radix 7 after reading Section 2.4, which deals with the important special case of
r=2.

TABLE 2.1
Addition in a complement number system with the complementation constant
M and range [—N, +P].

Desired Computation to be Correct result Overflow

operation performed mod M with no overflow condition

(+x) + (+y) x+y x+y x+y>P

(H+x)+ (=» x+{(M—y) x—yify<x N/A
M—-@y-x)ify>x

(=x) + (+y) M~—-x)+y y—xifx<y N/A

M—-(x-—-yifx>y
(=x) + (=) M —x)+(M—y) M- (x+y) x+y=>N
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2.4 TWO'S- AND 1’S-COMPLEMENT NUMBERS

In the special case of r = 2, the radix complement representation that corresponds to M = 2k
is known as rwo's complement. Figure 2.5 shows the 4-bit, 2’s-complement integer system
(k = 4,1 = 0,M = 2* = 16) and the meanings of the 16 representations allowed with 4
bits. The boundary between positive and negative values is drawn approximately in the middle
to make the range roughly symmetric and to allow simple sign detection (the leftmost bit is
the sign).

The 2’s complement of a number x can be found via bitwise complementation of x and the
addition of ulp:

28— x = [(2* — ulp) — x] + ulp = x®°™ 4 ulp

Note that the binary representation of 2¥ — ulp consists of all 1s, making (2¢ — ulp) — x equivalent
to the bitwise complement of x, denoted as x°°™!. Whereas finding the bitwise complement of
x is easy, adding ulp to the result is a slow process, since in the worst case it involves full carry
propagation. We will see later how this addition of ulp can usually be avoided.

To add numbers modulo 2%, we simply drop a carry-out of 1 produced by position k — 1.
Since this carry is worth 2% units, dropping it is equivalent to reducing the magnitude of the
result by 2€. '

The range of representable numbers in a 2’s-complement number system with k& whole
bits is:

from — 2kl to 251 _ulp

Because of this slightly asymmetric range, complementation can lead to overflow! Thus, if
complementation is done as a separate sign change operation, it must include overflow detection.

0000 Unsigned
1111 0 0001 representations

0010

1101
13 11
+3\3 00
Signed values
2's complement) +4] 4
1100 12 ( p ) 0100
+ 5
1 0101
1011
0110
1010 9 8 0114
1001
1000

Fig. 2.5 A 4-bit, 2’s-complement number representation system for integers.
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However, we will see later that complementation needed to convert subtraction into addition
requires no special provision.

The name “2’s complement” actually comes from the special case of k = 1 that leads to
the complementation constant M = 2. In this case, represented numbers have one whole bit,
which acts as the sign, and [ fractional bits. Thus, fractional values in the range [—1, 1 — ulp]
are represented in such a fractional 2’s-complement number system.

The digit or diminished-radix complement representation is known as one’s complement
in the special case of r = 2. The complementation constant in this case is M = 2% — ulp.
For example, Fig. 2.6 shows the 4-bit, 1’s-complement integer system (k = 4,/ = 0, M =
2* — 1 = 15) and the meanings of the 16 representations allowed with 4 bits. The boundary
between positive and negative values is again drawn approximately in the middle to make the
range symmetric and to allow simple sign detection (the leftmost bit is the sign).

Note that compared to the 2’s-complement representation of Fig. 2.5, the representation
for —8 has been eliminated and instead an alternate code has been assigned to O (technically,
—0). This may somewhat complicate O detection in that both the all-Os and the all-1s patterns
represent 0. The arithmetic circuits can be designed such that the all-1s pattern is detected and
automatically converted to the all-Os pattern. Keeping —0 intact does not cause problems in
computations, however, since all computations are modulo 15. For example, adding +1 (0001)
to —0 (1111) will yield the correct result of +1 (0001) when the addition is done modulo 15.

The 1’s-complement of a number x can be found by bitwise complementation:

(2k _ ulp) —x = xcompl
To add numbers modulo 2¥ — ulp, we simply drop a carry-out of 1 produced by position k — 1
and simultaneously insert a carry-in of 1 into position —{. Since the dropped carry is worth 2K
units and the inserted carry is worth ulp, the combined effect is to reduce the magnitude of the
result by 2% — ulp. In terms of hardware, the carry-out of our (k + /)-bit adder should be directly
connected to its carry-in; this is known as end-around carry.

0000 Unsigned

1111 0 0001 representations
1

0010
2

1101 13 3 0011
+3
Signed values
1's complement) +4] 4
1100 12 ( p ) 0100
+ 5
11 0101
1011
0110
1010 9
8 0111
1001
1000

Fig. 2.6 A 4-bit, 1’s-complement number representation system for integers.
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The foregoing scheme properly handles any sum that equals or exceeds 2*. When the sum
is 2% — ulp, however, the carry-out will be zero and modular reduction is not accomplished.
As suggested earlier, such an all-1s result can be interpreted as an alternate representation of
0 that is either kept intact (making 0 detection more difficult) or is automatically converted by
hardware to +0.

The range of representable numbers in a 1’s-complement number system with k whole
bits is:

from —@" —ulpy 0o 2T —up

This symmetric range is one of the advantages of 1’s-complement number representation.

Table 2.2 presents a brief comparison of radix- and digit-complement number representation
systems for radix ». We might conclude from Table 2.2 that each of the two complement
representation schemes has some advantages and disadvantages with respect to the other, making
them equally desirable. However, since complementation is often performed for converting
subtraction to addition, the addition of ulp required in the case of 2’s-complement numbers can
be accomplished by providing a carry-in of 1 into the least significant, or (—I)th, position of
the adder. Figure 2.7 shows the required elements for a 2’s-complement adder/subtractor. With
the complementation disadvantage mitigated in this way, 2’s-complement representation has
become the favored choice in virtually all modern digital systems.

Interestingly, the arrangement shown in Fig. 2.7 also removes the disadvantage of asym-
metric range. If the operand y is —2*~!, represented in 2’s complement as 1 followed by all Os,
its complementation does not lead to overflow. This is because the two’s complement of y is
essentially represented in two parts: y°™!, which represents 2¥~! —1, and ¢;, which represents 1.

Occasionally we need to extend the number of digits in an operand to make it of the same
length as another operand. For example, if a 16-bit number is to be added to a 32-bit number,
the former is first converted to 32-bit format, with the two 32-bit numbers then added using a
32-bit adder. Unsigned or signed-magnitude fixed-point binary numbers can be extended from
the left (whole part) or the right (fractional part) by simply padding them with Os. This type
of range or precision extension is only slightly more difficult for 2’s- and 1’s-complement
numbers.

Given a 2’s-complement number x;_1x;_3 - - - X1 Xg.X{ X2 - - - X_;, €xtension can be achieved
from the left by replicating the sign bit (sign extension) and from the right by padding it with Os.

o X1 Xp—1 Xg— 1 Xg—1 Xg—2 - - X1 Xg.X_1X—2 - - - X000 - - -

TABLE 2.2

Comparing radix- and digit-complement number representation systems
Feature/Property Radix complement Digit complement
Symmetry (P = N?) Possible for odd r Possible for even r

(radices of practical
interest are even)

Unique zero? Yes No
Complementation Complement all digits Complement all digits
and add ulp

Mod-M addition Drop the carry-out End-around carry
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X y Fig. 2.7 Adder/subtractor
architecture for 2’s-complement
— numbers.
Selective Sub/Add
complement
0 for addition

yoryc | 1for subtraction

To justify the foregoing rule, note that when the number of whole (fractional) digits is increased
from k ({) to k' (I"), the complementation constant increases from M = 2k to M’ = 2. Hence,
the difference of the two complementation constants

M —M=2F_2k=2¢Q"* 1)
must be added to the representation of any negative number. This difference is a binary integer
consisting of k' — k 1s followed by k Os; hence the need for sign extension.
A 1’s-complement number must be sign-extended from both ends:

v X1 X — 1 Xk —1 Xk —1Xk—2 =+ * X1X0. X1 X2+ * + X Xg— | Xp—1 Xk—1 " " *

Justifying the rule above for 1’s-complement numbers is left as an exercise.

2.5 DIRECT AND INDIRECT SIGNED ARITHMETIC

In the preceding pages, we dealt with the addition and subtraction of signed numbers for
a variety of number representation schemes (signed-magnitude, biased, complement). In all
these cases, signed numbers were handled directly by the addition/subtraction hardware (direct
signed arithmetic), consistent with our desire to avoid using separate addition and subtrac-
tion units.

For some arithmetic operations, it may be desirable to restrict the hardware to unsigned
operands, thus necessitating indirect signed arithmetic. Basically, the operands are converted to
unsigned values, a tentative result is obtained based on these unsigned values, and finally the
necessary adjustments are made to find the result corresponding to the original signed operands.
Figure 2.8 depicts the direct and indirect approaches to signed arithmetic.

Indirect signed arithmetic can be performed, for example, for multiplication or division of
signed numbers, although we will see in Parts IIl and IV that direct algorithms are also available
for this purpose. The process is trivial for signed-magnitude numbers. If x and y are biased
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% y  Fig. 2.8 Direct versus indirect
| operation on signed numbers.

Iy g = 1

Sign .
f . #| Unsigned
logic operation
* »-—’{ Adjustment |
f(x, y)
f(X! .y)

numbers, then both the sign removal and adjustment steps involve addition/subtraction. If x and
y are complement numbers, these steps involve selective complementation.

This type of preprocessing for operands, and postprocessing for computation results, is
useful not only for dealing with signed values but also in the case of unacceptable or inconvenient
operand values. For example, in computing sin x, the operand can be brought to within [0, /2] by
taking advantage of identities such as sin(—x) = — sin x and sin(27 + x) = sin(;r —x) = sin x.
Chapter 22 contains examples of such transformations. As a second example, some division
algorithms become more efficient when the divisor is in a certain range (e.g., close to 1). In this
case, the dividend and divisor can be scaled by the same factor in a preprocessing step to bring
the divisor within the desired range (see Section 15.3).

2.6 USING SIGNED POSITIONS OR SIGNED DIGITS

The value of a 2’s-complement number can be found by using the standard binary-to-decimal
conversion process, except that the weight of the most significant bit (sign position) is taken to
be negative. Figure 2.9 shows an example 8-bit, 2’s-complement number converted to decimal
by considering its sign bit to have the negative weight —27.

x = (1 0 1 0 0 1 1 0 ) two's-compl
27 26 25 24 23 22 21 20
-128 + 32 + 4 + 2 = -90
Check
x = (1 0 1 0 0 1 1 0 )two's—compl
-x= (0 1 0 1 1 0 1 0 )‘WO
27 26 25 24 23 22 21 20
64 + 16 + 8 + 2 = 90

Fig. 2.9 Interpreting a 2’s-complement number as having a negatively weighted most
significant digit.
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This very important property of 2’s-complement systems is used to advantage in many
algorithms that deal directly with signed numbers. The property is formally expressed as follows:

X = (Xg— 1 Xg—2 - - - X1X0.X_1X-2 * - * X~ Dtwo's-compl

k—2
= —xk~12k71 + Z Xi 2

i=—

The proof is quite simple if we consider the two cases of x;—; = 0and x¢—; =1 separately.
For x;_; = 0, we have:

x = (Oxg_p---x1X0X_1X-2" " x—l)lwu's—comp]
= (Oxg—2 - - - X1X0.X_1X_2 - * X_1)two
k-2
= E Xi 2!
i=—1

For x;_; = 1, we have:

x = (Ixg—z -+ - X1X0.X_1X_2 * * * X~ )two's-compl

= —[2% — (lxg—p - - - X1 X0 X—1X—2 * - - X_D)two)

k=2
=214 Z X 2
i=—1
Developing the corresponding interpretation for 1’s-complement numbers is left as an exercise.
A simple generalization of the notion above immediately suggests itself [Kore81]. Let us
assign negative weights to an arbitrary subset of the k + I positions in a radix-r number and
positive weights to the rest of the positions. A vector

A= (potAi—z - AAgAotAa - Aop)

with elements A; in {—1, 1}, can be used to specify the signs associated with the various positions.
With these conventions, the value represented by the digit vector x of length k +/ is:

k
(K1 Xp—2 - - - X1XQ-X—1X—2 * * * X[}y p = Z Aixir!

i=—1

Note that the scheme above covers unsigned radix-r, 2’s-complement, and negative-radix number
systems as special cases:

A= 1 1 1 - 1 1 1 1 Positiveradix
A=—-1 11 --- 1 1 1 1 Two’scomplement
A= ... =1 1 —1 1 Negative radix

We can take one more step in the direction of generality and postulate that instead of a single sign
vector A being associated with the digit positions in the number system (i.e., with all numbers
represented), a separate sign vector is defined for each number. Thus, the digits are viewed as
having signed values:



30

Representing Signed Numbers

Xi :)\.,‘ |xi|, with )\,‘ (S {—1, 1}

Here, A; is the sign and |x;]| is the magnitude of the ith digit. In fact once we begin to view the
digits as signed values, there is no reason to limit ourselves to signed-magnitude representation
of the digit values. Any type of coding, including biased or complement representation, can be
used for the digits. Furthermore, the range of digit values need not be symmetric. We have already
covered some examples of such signed-digit number systems in Section 1.4 (see Examples 1.1,
1.3, and 1.4).

Basically, any set [—a, 8] of r or more consecutive integers that includes O can be used as
the digit set for radix r. If exactly r digit values are used, then the number system is irredundant
and offers a unique representation for each value within its range. On the other hand, if more
than r digit values are used, p = a + § + 1 — r represents the redundancy index of the number
system and some values will have multiple representations. In Chapter 3, we will see that such
redundant representations can eliminate the propagation of carries in addition and thus allow us
to implement truly parallél fast adders.

As an example of nonredundant signed-digit representations, consider a radix-4 number
system with the digit set [—1, 2]. A k-digit number of this type can represent any integer from
—@4*—1)/3t02(4% — 1)/3. Given a standard radix-4 integer using the digit set [0, 3], it can be
converted to the preceding representation by simply rewriting each digit of 3 as —1 + 4, where
the second term becomes a carry of 1 that propagates leftward. Figure 2.10 shows a numerical
example. Note that the result may require k + 1 digits.

The conversion process of Fig. 2.10 stops when there remains no digit with value 3 that
needs to be rewritten. The reverse conversion is similarly done by rewriting any digit of —1 as
3 with a borrow of 1 (carry of —1).

More generally, to convert between digit sets, each old digit value is rewritten as a valid
new digit value and an appropriate transfer (carry or borrow) into the next higher digit position.
Because these transfers can propagate, the conversion process is essentially a digit-serial one,
beginning with the least significant digit.

As an example of redundant signed-digit representations, consider a radix-4 number sys-
tem with the digit set [—2, 2]. A k-digit number of this type can represent any integer from

3 1 2 0

(N I
1 1 2 o0
/S S S S
1 0 0 0 0 1

3 Original digits in [0, 3]

-1 Rewritten digits in [-1, 2]

N — N

Transfer digits in [0, 1]

1 - 1 2 0 3 - Sum digits in [-1, 3]

Rewritten digits in [-1, 2]

Transfer digits in [0, 1]

1 1 2 1 -1 - Sum digits in [-1, 3]

Fig.2.10 Converting a standard radix-4 integer to a radix-4 integer with the nonstandard digit set
[-1,2].
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3 1 2 0 2 3 Original digits in [0, 3]

Interim digits in [-2, 1]

Transfer digits in [0, 1]

1 - 2 2 1 -1 - Sum digits in [-2, 2]

Fig. 2.11 Converting a standard radix-4 integer to a radix-4 integer with the nonstandard digit set
[-2,2].

—2(4% —1)/3to 2(4¥ — 1) /3. Given a standard radix-4 number using the digit set [0, 3], it can be
converted to the preceding representation by simply rewriting each digit of 3 as —1 44 and each
digit of 2 as —2 + 4, where the second term in each case becomes a carry of 1 that propagates
leftward. Figure 2.11 shows a numerical example.

In this case, the transfers do not propagate, since each transfer of 1 can be absorbed by the
next higher position which has a digit value in [—2, 1], forming a final result digit in [—2, 2].
The conversion process from conventional radix-4 to the preceding redundant representation is
thus carry-free. The reverse process, however, remains digit-serial.

2.1 Signed-magnitude representation Design the control circuit of Fig. 2.2 so that signed-
magnitude inputs are added correctly regardless of their signs. Include in your design a
provision for overflow detection in the form of a fifth control circuit output.

2.2 Arithmetic on biased numbers Multiplication of biased numbers can be done in a direct
or an indirect way.

a. Develop a direct multiplication algorithm for biased numbers. Hint: Use the identity
xy+bias = (x +bias)(y +bias) — bias[(x + bias) + (y + bias) — bias] + bias.

b. Present an indirect multiplication algorithm for biased numbers.

c. Compare the algorithms of parts a and b with respect to delay and hardware imple-
mentation cost.

d. Repeat the comparison for part c in the special case of squaring a biased number.

2.3  Representation formats and conversions Consider the following five ways for repre-
senting integers in the range {— 127, 127] within an 8-bit format: (a) signed-magnitude, (b)
2’s complement, (c) 1’s complement, (d) excess-127 code (where an integer x is encoded
using the binary representation of x + 127), (e) excess-128 code. Pick one of three more
conventional and one of the two “excess” representations and describe conversion of
numbers between the two formats in both directions.

2.4  Representation formats and conversions

a. Show conversion procedures from k-bit 2’s-complement format to k-bit biased rep-
resentation, with bias = 2*7!, and vice versa. Pay attention to possible excep-
tions.

b. Repeat part a for bias = 2F~! — 1.
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25

2.6

2.7

2.8

2.9

2.10

2.1

212

¢. Repeat part a for 1’s-complement format.
d. Repeat part b for 1’s-complement format.

Complement representation of negative numbers Consider a k-bit integer radix-2
complement number representation system with the complementation constant M = 2*.
The range of integers represented is taken to be from —N to +P, with N + P +1 = M.
Determine all possible pairs of values for N and P (in terms of M) if the sign of the number
is to be determined by:

a. Looking at the most significant bit only.
b. Inspecting the three most significant bits.
¢. A single 4-input OR or AND gate.

d. A single 4-input NOR or NAND gate.

Complement representation of negative numbers Diminished radix complement was

defined as being based on the complementation constant r* —ulp. Study the implications of

using an “augmented radix complement” system based on the complementation constant
k

r* +ulp.

One’s- and 2°s-complement number systems We discussed the procedures for extend-
ing the number of whole or fractional digits in a 1’s- or 2's-complement number in Section
2.4. Discuss procedures for the reverse process of shrinking the number of digits (e.g.,
converting 32-bit numbers to 16 bits).

Interpreting 1’s-complement numbers Prove that the value of the number (x;_;x;_s - - -
X1X0.X_1X_ **+ X_1)s—comp! €an be calculated from the formula —x,_; (2~" — ulp) +

k=2
Zi:# X 20,
One’s- and 2’s-complement number systems

a. Provethatx—y = (x“4-y)¢, where the superscript “c” denotes any complementation
scheme.

b. Find the difference between the two binary numbers 0010 and 0101 in two ways:
First by adding the 2’s complement of 0101 to 0010, and then by using the equality
of part a, where “c” denotes bitwise complementation. Compare the two methods
with regard to their possible advantages and drawbacks.

Shifting of 1’s- or 2’s-complement numbers Left/right shifting is used to double/halve
the magnitude of unsigned binary integers. How can we use shifting to accomplish the
same for 1’s- or 2’s-complement numbers?

Arithmetic on 1’s-complement numbers Discuss the effect of the end-around carry
needed for 1’s-complement addition on the worst-case carry propagation delay and the
total addition time.

Range extension for complement numbers Prove that increasing the number of integer
and fractional digits in one’s-complement representation requires sign extension from
both ends (i.e., positive numbers are extended with Os and negative numbers with 1s at
both ends).
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Signed digits or digit positions

a. Present an algorithm for determining the sign of a number represented in a positional
system with signed digit positions.

b. Repeat part a for signed-digit representations.

Signed digit positions Consider a positional radix-r integer number system with the
associated position sign vector A = (Ag_1Ax_2---A1ho), & € {—1, 1}. The additive
inverse of a number x is the number —x.

a. Find the additive inverse of the k-digit integer Q all of whose digits are r — 1.
b. Derive a procedure for finding the additive inverse of an arbitrary number x.
¢. Specialize the algorithm of part b to the case of 2’s-complement numbers.

Generalizing 2’s complement: 2-adic numbers Around the turn of the twentieth
century, K. Hensel defined the class of p-adic numbers for a given prime p. Consider
the class of 2-adic numbers with infinitely many digits to the left and a finite number of
digits to the right of the binary point. An infinitely repeated pattern of digits is represented
by writing down a single pattern (the period) within parentheses. Here are some example
2-adic representations using this notation:

7 =(0)111. =---00000000111.  1/7 = (110)111. = ---110110110111.
—7=(1)001. = -.-11111111001. -1/7 = (001). = ---001001001001.
7/4=(O)1.11 1/10 = (1100)110.1

We see that 7 and —7 have their standard 2’s-complement forms, with infinitely many
digits. The representations of 1/7 and —1/7, when multiplied by 7 and —7, respectively,
using standard rules for multiplication, yield the representation of 1. Prove the following
for 2-adic numbers:

a. Sign change of a 2-adic number is similar to 2’s complementation.

b. The representation of a 2-adic number x is ultimately periodic if and only if x is
rational.

c. The 2-adic representation of —1/(2n + 1) for n > 0 is (o), for some bit string o,
where the standard binary representation of 1/(2n 4 1) is (0.00 7 - - *)two.
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Chapter
3 |REDUNDANT NUMBER
SYSTEMS

This chapter deals with the representation of signed fixed-point numbers us-
ing a positive integer radix r and a redundant digit set composed of more than
r digit values. After showing that such representations eliminate carry prop-
agation, we cover variations in digit sets, addition algorithms, input/output
conversions, and arithmetic support functions. Chapter topics include:

3.1 Coping with the Carry Problem

3.2 Redundancy in Computer Arithmetic
3.3 Digit Sets and Digit-Set Conversions
3.4 Generalized Signed-Digit Numbers
3.5 Carry-Free Addition Algorithms

3.6 Conversions and Support Functions

3.1 COPING WITH THE CARRY PROBLEM

Addition is a primary building block in implementing arithmetic operations. If addition is slow
or expensive, all other operations suffer in speed or cost. Addition can be slow and/or expensive
because:

a. With k-digit operands, one has to allow for O(k) worst-case carry-propagation stages in
simple ripple-carry adder design.

b. The carry computation network is a major source of complexity and cost in the design
of carry-lookahead and other fast adders.

The carry problem can be dealt with in several ways:

1. Limit carry propagation to within a small number of bits.

2. Detect the end of propagation rather than wait for worst-case time.
3. Speed up propagation via lookahead and other methods.

4. Ideal: Eliminate carry propagation altogether!

35
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As examples of option 1, hybrid redundant and residue number system representations are
covered in Section 3.4 and Chapter 4, respectively. Asynchronous adder design (option 2) is
considered in Section 5.4. Speedup methods for carry propagation are covered in Chapters 6
and 7.

In the remainder of this chapter, we deal with option 4, focusing first on the question:
Can numbers be represented in such a way that addition does not involve carry propagation?
We will see shortly that this is indeed possible. The resulting number representations can be
used as the primary encoding scheme in the design of high-performance systems and are
also useful in representing intermediate results in machines that use conventional number
representation.

We begin with a decimal example (r = 10), assuming the standard digit set [0, 9]. Consider
the addition of the following two decimal numbers without carry propagation. For this, we simply
compute “position sums” and write them down in the corresponding columns. We can use the
symbols A = 10, B = 11, C = 12, etc. for the extended digit values or simply represent them
with two standard digits.

5 7 8 2 4 9
+ 6 2 9 3 8 9 Operand digits in [0, 9]

11 9 17 5 12 18 Positionsums in [0, 18]

So, if we allow the digit set [0, 18], the scheme works, but only for the first addition! Subsequent
additions will cause problems.

Consider now adding two numbers in the radix-10 number system using the digit set [0,
18]. The sum of digits for each position is in {0, 36], which can be decomposed into an interim
sum in [0, 16] and a transfer digit in [0, 2]. In other words:

[0,36] = 10 x [0, 2] + [0, 16]

Adding the interim sum and the incoming transfer digit yields a digit in [0, 18] and creates no
new transfer. In interval notation, we have:

[0, 16]+ [0, 2] =[O, 18]

Figure 3.1 shows an example addition.

So, even though we cannot do true carry-free addition (Fig. 3.2a), the next best thing, where
carry propagates by only one position (Fig. 3.2b), is possible if we use the digit set [0, 18] in radix
10. We refer to this best possible scheme as “carry-free” addition. The key to the ability to do
carry-free addition is the representational redundancy that provides multiple encodings for some
numbers. Figure 3.2¢ shows that the single-stage propagation of transfers can be eliminated by
a simple lookahead scheme; that is, instead of first computing the transfer into position i based
on the digits x;_; and y;,_; and then combining it with the interim sum, we can determine s;
directly from x;, y;, x;_1, and y;_;. This may make the adder logic somewhat more complex,
but in general the result is higher speed.

In the decimal example of Fig. 3.1, the digit set [0, 18] was used to effect carry-free addition.
The 9 “digit” values 10 through 18 are redundant. However, we really do not need this much
redundancy in a decimal number system for carry-free addition; the digit set [0, 11] will do. Our
example addition (after converting the numbers to the new digit set) is shown in Fig. 3.3.
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11 9 17 10 12 18
+ 6 12 9 10 8 18 Operand digits in [0, 18]

17 21 26 20 20 36 Position sums in [0, 36]

L
7 11 16 0 10 16
S S S ST
11 1 2 1 2

Interim sums in [0, 16]

Transfer digits in [0, 2]

1 8 12 18 1 12 16 Sum digits in [0, 18]
Fig. 3.1 Adding radix-10 numbers with the digit set [0, 18].
A natural question at this point is: How much redundancy in the digit set is needed to enable

carry-free addition? For example, will the example addition of Fig. 3.3 work with the digit set
[0, 10]? (Try it and see.) We will answer this question in Section 3.5.

3.2 REDUNDANCY IN COMPUTER ARITHMETIC

Redundancy is used extensively for speeding up arithmetic operations. The oldest example, first
suggested in 1959 [Metz59], pertains to carry-save or stored-carry numbers using the radix-2 digit
set [0, 2] for fast addition of a sequence of binary operands. Figure 3.4 provides an example,
showing how the intermediate sum is kept in stored-carry format, allowing each subsequent
addition to be performed in a carry-free manner.

Why is this scheme called carry-save or stored-carry? Figure 3.5 provides an explanation.
Let us use the 2-bit encoding

0:(0,0), 1:(0,Dor(1,0), 2:(1,1)

to represent the digit set [0, 2]. With this encoding, each stored-carry number is really composed
of two binary numbers, one for each bit of the encoding. These two binary numbers can be added

XietsYirr Xp¥Vi X, Yl Xt Vit Xp¥i X1, Yicr Xit,Yiet Xp¥i X, Vit

i I ti

St Si Si1
(Impossible for positional Siet Si Sk
system with fixed digit set

Y oit sef) Sit1 Si Si-1

(a) Ideal single-stage carry-free. (b) Two-stage carry-free. (c) Single-stage with lookahead.

Fig. 3.2 Ideal and practical carry-free addition schemes.
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11 10 7 11 3 8
+ 7 2 9 10 9 8
18 12 16 21 12 16

8 2 6 1 2 8
S S S SS
11 1 2 1 1

1 9 3 8 2

3

6

Operand digits in [0, 11]
Position sums in [0, 22]
Interim sums in [0, 9]

Transfer digits in [0, 2]

Sum digits in [0, 11]

Fig. 3.3 Adding radix-10 numbers with the digit set [0, 11].

to an incoming binary number, producing two binary numbers composed of the sum bits kept in
place and the carry bits shifted one position to the left. These sum and carry bits form the partial
sum and can be stored in two registers for the next addition. Thus, the carries are “saved” or

“stored” instead of being allowed to propagate.

Figure 3.5 shows that one stored-carry number and one standard binary number can be
added to form a stored-carry sum in a single full-adder delay (2—4 gate levels, depending on the
full adder’s logic implementation of the outputs s = x®y®c¢j, and cout = Xy +XCin+YCin)- This

o 0 1 0 0 1
£0 1 1 1 1 0
o 1 o2 1 1 1
+0 1 1 1 0 1
0o 2 3 2 1 2
I
©o 0 1 0 1 o0
S S S S S
6 1 1 1 0 1
1 1 2 0 2 o
£0 0 1 0 1 1
1 1 3 0 3 1
L
1 1 1 0 1 1
S S S S/
o 0 1 0 1 o

1 2 1 1

1

First binary number
Add second binary number

Position sums in [0, 2]
Add third binary number

Position sums in [0, 3]

Interim sums in [0, 1]
Transfer digits in [0, 1]

Position sums in [0, 2]
Add fourth binary number

Position sums in [0, 3]

Interim sums in [0, 1]
Transfer digits in [0, 1}

Sum digits in [0, 2]

Fig. 3.4 Addition of four binary numbers, with the sum obtained in stored-carry form.
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Digitin [0, 2]  Binary digit Fig. 3.5 Using an array of independent

binary full adders to perform carry-save
4 ¢ addition.
X y
Binary
Cout | full Cin

adder
To (stage i)
stage t
i+ 1 s Stage

Digit in [0, 2]

is significantly faster than standard carry-propagate addition to accumulate the sum of several
binary numbers, even if a fast carry-lookahead adder is used for the latter. Of course once the
final sum has been obtained in stored-carry form, it may have to be converted to standard binary
by using a carry-propagate adder to add the two components of the stored-carry number. The
key point is that the carry-propagation delay occurs only once, at the very end, rather than in
each addition step.

Since the carry-save addition scheme of Fig. 3.5 converts three binary numbers to two
binary numbers with the same sum, it is sometimes referred to as a 3/2 reduction circuit or (3;
2) counter. The latter name reflects the essential function of a full adder: it counts the number
of 1s among its three input bits and outputs the result as a 2-bit binary number. More on this in
Chapter 8.

Other examples of the use of redundant representations in computer arithmetic are found
in fast multiplication and division schemes, where the multiplier or quotient is represented or
produced in redundant form. More on these in Parts III and IV.

3.3 DIGIT SETS AND DIGIT-SET CONVERSIONS

Conventional radix-r numbers use the standard digit set [0, — 1]. However, many other
redundant and nonredundant digit sets are possible. A necessary condition is that the digit
set contain at least r different digit values. If it contains more than r values, the number system
is redundant.

Conversion of numbers between standard and other digit sets is quite simple and essentially
entails a digit-serial process in which, beginning at the right end of the given number, each digit
is rewritten as a valid digit in the new digit set and a transfer (carry or borrow) into the next
higher digit position. This conversion process is essentially like carry propagation in that it must
be done from right to left and, in the worst case, the most significant digit is affected by a “carry”
coming from the least significant position. The following examples illustrate the process (see
also the examples at the end of Section 2.6).
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B Example 3.1 Convert the following radix-10 number with the digit set [0, 18] to
one using the conventional digit set [0, 9].

11 9 17 10 12 18 Rewrite 18 as 10 (carry 1) + 8
11 9 17 10 13 8 13=10(carry1)+3
11 9 17 11 3 8 11=10(carry1)+1
1w 9 18 1 3 8 18=10(carryl)+ 8
11 10 8 1 3 8 10=10(arryl)+0
12 0 8 1 3 8 12=10(carryl)+2
1 2 0 8 1 3 8 Answer alldigitsin [0, 9]

B Example 3.2 Convert the following radix-2 carry-save number to binary; that is,
from digit set [0, 2] to digit set [0, 1].

Rewrite 2 as 2 (carry 1) + 0
2=2(carry 1)+ 0
2=2(carry 1)+ 0
2=2(carry 1)+ 0
Answer: all digits in [0, 1]

O = —
SO = =
SO O NN
—_—— e e O
SO oo
[N e Ne Nl

1

Another way to accomplish the preceding conversion is to decompose the carry-save
number into two numbers, both of which have 1s where the original number has a digit
of 2. The sum of these two numbers is then the desired binary number.

1 1 1 0 1 O Firstnumber: “sum” bits
+ 0 0 1 0 1 O Secondnumber: “carry” bits

1 0 0 0 1 0 0 Sumofthetwo numbers

B Example 3.3 Digit values do not have to be positive. We reconsider Example 3.1
using the asymmetric target digit set [—6, 5].

11 9 17 10 12 18 Rewrite 18 as 20 (carry 2) — 2
11 9 17 10 14 -2 14=10(carry 1)+ 4
11 9 17 11 4 -2 11=10(carry 1)+ 1
11 9 18 1 4 -2 18=20(carry1l)—2
11 11 -2 1 4 -2 11 =10(carry1)+1
12 1 -2 1 4 -2 12=10(carry 1) +2
1 2 1 =2 1 4 =2 Answer: all digits in [—6, 5]

On line 2 of this conversion, we could have rewritten 14 as 20 (carry 2) — 6, which would
have led to a different, but equivalent, representation. In general, several representations
may be possible with a redundant digit set.
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& Example 3.4 If we change the target digit set of Example 3.2 from [0, 1Jto[—1, 1],
we can do the conversion digit-serially as before. However, carry-free conversion is
possible for this example if we rewrite each 2 as 2 (carry 1) + 0 and each 1 as 2 (carry
1) —1. The resulting interim digits in [—1, 0] can absorb an incoming carry of 1 with
no further propagation.

1 2 0 2 0 Givencarry-save number
-1 - 0 0 0 O Interim digitsin[~1, 0]
1 1 0 1 o0 Transfer digits in [0, 1]
I 0 0 0 1 0 0 Answerall digits in [—1, 1]

3.4 GENERALIZED SIGNED-DIGIT NUMBERS

We have seen thus far that digit set of a radix-r positional number system need not be the standard
set [0, r — 1]. Using the digit set [—1, 1] for radix-2 numbers was proposed by E. Collignon
as early as 1897 [Glas81]. Whether this was Just a mathematical curiosity, or motivated by an
application or advantage, is not known. In the early 1960s, Avizienis [Aviz61] defined the class
of signed-digit number systems with symmetric digit sets [—«, «] and radix r > 2, where « is
any integer in the range [r/2] +1 < « < r — 1. These number systems allow at least 2 l7/2]+3
digit values, instead of the minimum required r values, and are thus redundant.

More recently, redundant number systems with general, possibly asymmetric, digit sets of
the form [—c, B] have been studied as tools for unifying all redundant number representations
used in practice. This class is called “generalized signed-digit (GSD) representation” and differs
from the ordinary signed-digit (OSD) representation of Avizienis in its more general digit set as
well as the possibility of higher or lower redundancy.

Binary stored-carry numbers, with » = 2 and digit set [0, 2], offer a good example for the
usefulness of asymmetric digit sets. Higher redundancy is exemplified by the digit set [—7, 7]
in radix 4 or [0, 3] in radix 2. An example for lower redundancy is the binary signed-digit
representation with » = 2 and digit set [—1, 1]. None of these is covered by OSD.

An important parameter of a GSD number system is its redundancy index, defined as
p=a+B+1—r (ie., the amount by which the size of its digit set exceeds the size r
of a nonredundant digit set for radix r). Figure 3.6 presents a taxonomy of redundant and
nonredundant positional number systems showing the names of some useful subclasses and
their various relationships.

Any hardware implementation of GSD arithmetic requires the choice of a binary encoding
scheme for the o + 8 + 1 digit values in the digit set [—o, B]. Multivalued logic realizations
have been considered, but we limit our discussion here to binary logic and proceed to show the
importance and implications of the encoding scheme chosen through some examples.

Consider, for example, the binary signed-digit (BSD) number system with r = 2 and the
digit set [—1, 1]. One needs at least 2 bits to encode these three digit values. Figure 3.7 shows
four of the many possible encodings that can be used.
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Radix-r positional

i

~

Generalized
Nonredundant signed-digit (GSD)
o= (/ Y >1 o y p=2
; Nonredundant Minimal Nonminimal
Conventional signed-digit pold GSD
=B B a=p oxp
(even n
Asymmetric Symmetric Asymmetric
§1¥r:?nTae|tr(|;(:SD m|r¥|mal GSD nonminimal GSD  honminimal GSD
1 0 o=
= =0 o= a<r o= -
r=2 (r#2) B=r
BSD or Stored- Nonbinary Ordinary Unsigned-digit SCB
BSB carry (SC) SB signed-digit redundant (UDR)
r=o a=Lml+1 oa=r-1 r=2
Minimally Maximally
BSC redundant redundant BSCB
OsD OSD

Fig. 3.6 A taxonomy of redundant and nonredundant positional number systems.

With the (7, p) encoding, the code (1, 1) may be considered an alternate representation of
0 or else viewed as an invalid combination. Many implementations have shown that the (r, p)
encoding tends to simplify the hardware and also increases the speed by reducing the number
of gate levels [Parh88]. The 1-out-of-3 encoding requires more bits per number but allows the

detection of some storage and processing errors.

Hybrid signed-digit representations [Phat94] came about from an attempt to strike a balance
between algorithmic speed and implementation cost by introducing redundancy in selected
positions only. For example, standard binary representation may be used with BSD digits allowed
in every third position, as shown in the addition example of Fig. 3.8.

X; 1 -1 0 -1
(s, v) 01 1 00 11
2’'s-compl 01 11 00 11
(n, p) 01 10 00 10
(n,z,p) 001 100 010 100

0
00
00
00
010

Representation of +6

Sign and value encoding
2-bit 2's-complement
Negative and positive flags
1-out-of-3 encoding

Fig. 3.7 Four encodings for the BSD digit set [—1, 1].
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BSDB B BSDB B BSDB B  Type

1 0 1 - o 1 - 0o 1 Xj
+ 0 1 1 -1 1 0 0 1 0 Vi

1 1 2 2 1 1 -1 1 1 pi

-1 0 -1 Wi

1 -1 0 0 tis1

1 - 1 1 0 1 1 - 1 1 Sj

Fig. 3.8 Example of addition for hybrid signed-digit numbers.

The addition algorithm depicted in Fig. 3.8 proceeds as follows. First one completes the
position sums p; that are in [0, 2] for standard binary and [—2, 2] in BSD positions. The BSD
position sums are then broken into an interim sum w; and transfer ¢, ;, both in [—1, 1]. For the
interim sum digit, the value 1 (—1) is chosen only if it is certain that the incoming transfer cannot
be 1 (—1); that is, when the two binary operand digits in position i — 1 are (not) both Os. The
worst-case carry propagation spans a single group, beginning with a BSD digit that produces a
transfer digit in [—1, 1] and ending with the next higher BSD position.

More generally, the group size can be g rather than 3. A larger group size reduces the
hardware complexity (since the adder block in a BSD position is more complex than that in
other positions) but adds to the carry-propagation delay in the worst case; hence, the hybrid
scheme offers a trade-off between speed and cost.

Hybrid signed-digit representation with uniform spacing of BSD positions can be viewed
as a special case of GSD systems. For the example of Fig. 3.8, arranging the numbers in 3-digit
groups starting from the right end leads to a radix-8 GSD system with digit set [—4, 7]: that is,
digit values from (-1 0 0)yo to (1 1 1)yo. So the hybrid scheme of Fig. 3.8 can be viewed as an
implementation of (digit encoding for) this particular radix-8 GSD representation.

3.5 CARRY-FREE ADDITION ALGORITHMS

The GSD carry-free addition algorithm, corresponding to the scheme of Fig. 3.2b, is as follows:

Carry-free addition algorithm for GSD numbers
Compute the position sums p; = x; + y;.
Divide each p; into a transfer #;; and an interim sum w; = p; — rti4.
Add the incoming transfers to obtain the sum digits s; = w; + £;.

Let us assume that the transfer digits #; are from the digit set [—A, p]. To ensure that the last step
leads to no new transfer, the following condition must be satisfied:
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—a+ri < pi—rtiy1 < B—p

| interim sum |

Smallest interim sum Largest interim sum
if a transfer of —A if a transfer of p
is to be absorbable is to be absorbable

From the preceding inequalities, we can easily derive the conditions A > «/(r — 1) and . >
B/(r—1).Once A and  are known, we choose the transfer digit value by comparing the position
sum p; against A + 1 4+ 2 constants C;, —A < j < p + 1, with the transfer digit taken to be j if
and only if C; < p; < Cj4. Figure 3.9 represents the decision process graphically. Formulas
giving possible values for these constants can be found in [Parh90]. Here, we describe a simple
intuitive method for deriving these constants.

B Example 3.5 For r = 10 and digit set [—5, 9], we need A > 5/9 and p > 1.
Given minimal values for A and y that minimize the hardware complexity, we find by
choosing the minimal values for A and y, we find:

Amin = Mmin = 1 (i.e., transfer digits are in [—1, 1])

—o0=C_, —4<Cy<-—-1 6<Ci <9 C, =+00

We next show how the allowable values for the comparison constant C;, shown
above, are derived. The position sum p; is in [—10, 18]. We can set £, to 1 for p;
values as low as 6; for p; = 6, the resulting interim sum of —4 can absorb any incoming
transfer in [—1, 1] without falling outside [—5, 9]. On the other hand, we must transfer
1 for p; values of 9 or more. Thus, for p; > C;, where 6 < C; < 9, we choose an
outgoing transfer of 1. Similarly, for p; < Cy, we choose an outgoing transfer of —1,
where —4 < Cy < —1. In all other cases, the outgoing transfer is 0.

Assuming that the position sum p; is represented as a 6-bit, 2’s-complement
number abcdef, good choices for the comparison constants in the above ranges
are Cop = —4 and C| = 8. The logic expressions for the signals g; and g_; then
become:

g-1 =a(@+d) Generate a transfer of —1

g =ab+o) Generate a transfer of 1

An example addition is shown in Fig. 3.10.

It is proven in [Parh90] that the preceding carry-free addition algorithm is applicable to a
redundant representation if and only if one of the following sets of conditions is satisfied:

a r>2,p>3
b. r>2p=20a#1,8#1
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Constants C_3 C_jyq Cp2 -+ Cp C1 - Cuq Cu  Cu

0 | I | i | | oo
pirange [ [——) [—) - [=) =) o [) )
tieq1 chosen -4 —A+1 142 0 1 u-1 u

Fig. 3.9 Choosing the transfer digit #; ;| based on comparing the interim sum p; to the comparison
constants C;.

In other words, the carry-free algorithm is not applicable forr =2, p =1, 0r p = 2 witha = |
or B = 1. In such cases, a limited-carry addition algorithm is available:

Limited-carry addition algorithm for GSD numbers
Compute the position sums p; = x; + y;.
Compare each p; to a constant to determine whether e; 1 = “low” or “high” (¢;; is a
binary range estimate for #;1).
Given ¢;, divide each p; into a transfer #;;) and an interim sum w; = p; — rtiy-
Add the incoming transfers to obtain the sum digits s; = w; + .

This “limited-carry” GSD addition algorithm is depicted in Fig. 3.11a; in an alternative im-
plementation (Fig. 3.11b), the “transfer estimate” stage is replaced by another transfer genera-
tion/addition phase.

Even though Figs. 3.11a and 3.11b appear similar, they are quite different in terms of the
internal designs of the square boxes in the top and middle rows. In both cases, however, the sum
digit s; depends on x;, y;, Xi_1, yi—1, Xi—2, and y;_». Rather than wait for the limited transfer
propagation from stage i — 2 to i, one can try to provide the necessary information directly from
stage i — 2 to stage i. This leads to an implementation with parallel carries ti(l)l and t‘.(i)z from
stage i, which is sometimes applicable (Fig. 3.11c).

B Example 3.6 Figure 3.12 depicts the use of carry estimates in limited-carry addi-
tion of radix-2 numbers with the digit set [—1, 1]. Here we have p = 1, Ayjn = 1, and
Umin = 1. The “low” and “high” subranges for transfer digits are [—1, 0] and [0, 1],
respectively, with a transfer ¢, in “high” indicated if p; > 0.

3 4 9 —2 8 xj in [-5, 9]
+ 8 4 9 8 1 yi in [-5, 9]
11 -8 18 6 9 pi in[-10, 18]
1 2 8 6 - wj in [~4, 8]
S S S S S
1 -1 1 0o 1 ti1 in [=1, 1)
1 0 3 8 7 si in [-5, 9]

Fig. 3.10 Adding radix-10 numbers with the digit set [-5, 9].
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X, Vird XpYi Xiet,Vie1 X Yiet Xp¥Yi X, Yi1 X1 ¥Vist XpYi Xi-1,Y i

tj ti
Siv1 Sj Si-1
Siy1 Sj Si1 Six1 Si Si-1
(a) Three-stage carry estimate.  (b) Three-stage repeated carry. (c) Two-stage parallel carries.

Fig. 3.11 Some implementations for limited-carry addition.

M Example 3.7 Figure 3.13 shows another example of limited-carry addition with
r = 2, digit set [0, 3], p = 2, Amin = 0, and umin = 3, using carry estimates. The
“low” and “high” subranges for transfer digits are [0, 2] and [1, 3], respectively, with
a transfer ;1 in “high” indicated if p; > 4.

|| Example 3.8 Figure 3.14 shows the same addition as in Example 3.7 (» = 2, digit
set [0, 3], o =2, Amin = 0, fimin = 3) using the repeated-carry scheme of Fig. 3.11b.

1 -1 0 - 0] X; in [-1,1]
+ 0 -1 -1 0 1 yiin [-1,1]
1 -2 -1 - 1 pi in[-2, 2]
SS S SS
high low low low high high ejin {low:[-1, 0], high:[0, 1]}
1 0 1 1 - w;j in [-1, 1]
S S S
0o -1 - 0 1 i1 in [-1,1]
o 0 1 1 o0 sjin [-1,1]

Fig.3.12 Limited-carry addition of radix-2 numbers with the digit set [—1, 1] by means of carry
estimates. A position sum of —1 is kept intact when the incoming transfer is in [0, 1], whereas it is

rewritten as 1 with a carry of —1 if the incoming transfer is in [—1, 0]. This scheme guarantees that
t; # w; and thus —1 < s; < 1.
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1 1 3 1 2 X; in [0, 3]
+ 0 0 2 2 1 yi in [0, 3]
1 1 5 3 3 pi in [0, 6]
S S S S
low low high low low low gjin {low:[0, 2], high:[1, 3]}
1 - 1 1 1 w; in [-1,1]
SS S S S
o 1 2 1 1 ti1 in [0, 3]
0o 2 1 2 2 1 sjin [0, 3]

Fig.3.13 Limited-carry addition of radix-2 numbers with the digit set [0, 3] by means of carry
estimates. A position sum of 1 is kept intact when the incoming transfer is in [0, 2], whereas it is
rewritten as —1 with a carry of 1 if the incoming transfer is in [1, 3].

B Example 3.9 Figure 3.15 shows the same addition as in Example 3.7 (r = 2, digit
set [0, 3], 0 =2, Amin = 0, Umin = 3) using the parallel-carries scheme of Fig. 3.11c.

Subtraction of GSD numbers is very similar to addition. With a symmetric digit set, one can
simply invert the signs of all digits in the subtractor y to obtain a representation of —y and then
perform the addition x + (—y) using a carry-free or limited-carry algorithm as already discussed.
Negation of a GSD number with an asymmetric digit set is somewhat more complicated, but
can still be performed by means of a carry-free algorithm [Parh93]. This algorithm basically

1 1 3 1 2 X; in [0, 3]
+ 0 0 2 2 1 yi in [0, 8]
1 1 5 3 3 p; in [0, 6]
L
1 1 1 1 1 w;i in [0, 1]
S S S S
0 0 2 1 1 tiy1 in [0, 3]
0 1 3 2 2 1 s in [0, 4]
L
1 1 0 0 1 wj in [0, 1]
S S S S
0 1 1 1 0 tyq1 in [0, 2]
o 2 2 1 0 1 s;in [0, 3]

Fig. 3.14 Limited-carry addition of radix-2 numbers with the digit set [0, 3] by means of the
repeated-carry scheme.
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1 1 3 1 2 X; in [0, 3]

+ 0 0 2 2 1 yiin [0, 3]

11 5 3 3 pi in [0, 6]

1 1 1 1 1 w;in [0, 1
0/0/0/1/1/ t(l”' [01]

i1 in [0,

oSS S S !

000" 1" 0" o tia in [0, 1]

0 O 2 1 2 2 1 s; in [0, 3]

Fig. 3.15 Limited-carry addition of radix-2 numbers with the digit set [0, 3] by means of the
parallel-carries scheme.

converts a radix-» number from the digit set [—2, «], which results from changing the signs
of the individual digits of y, to the original digit set [—«, B]. Alternatively, a direct subtraction
algorithm can be applied by first computing position differences in [—o — B, & + 8], then forming
interim differences and transfer digits. Details are omitted here.

3.6 CONVERSIONS AND SUPPORT FUNCTIONS

Since input numbers provided from the outside (machine or human interface) are in standard
binary or decimal and outputs must be presented in the same way, conversions between binary
or decimal and GSD representations are required.

B Example 3.10 Consider number conversions from or to standard binary to or from
binary signed-digit representation. To convert from signed binary to BSD, we simply
attach the common number sign to each digit, if the (s, v) code of Fig. 3.7 is to be
used for the BSD digits. Otherwise, we need a simple digitwise converter from the
(s, v) code to the desired code. To convert from BSD to signed binary, we separate the
positive and negative digits into a positive and a negative binary number, respectively.
A subtraction then yields the desired result. Here is an example:

1 -1 0 -1 0 BSD representation of +6

1 0 0 0 0 Positive part (1 digits)

0 0 1 0 Negative part (—1 digits)

0 0 1 1 0 Difference = conversion result

The positive and negative parts required above are particularly easy to obtain if the
BSD number is represented using the (n, p) code of Fig. 3.7. The reader should be
able to modify the process above for dealing with numbers, or deriving results, in
2’s-complement format.
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The conversion from redundant to nonredundant representation essentially involves carry
propagation and is thus rather slow. Hopefully, however, we will not need conversions very
often. Conversion is done at the input and output. Thus, if long sequences of computation are
performed between input and output, the conversion overhead can become negligible.

Storage overhead (the larger number of bits that may be needed to represent a GSD digit
compared to a standard digit in the same radix) used to be a major disadvantage of redundant
representations. However, with advances in VLSI technology, this is no longer a major issue;
though the increase in the number of pins for input and output may still be a factor.

In the rest of this section, we review some properties of GSD representations that are
important for the implementation of arithmetic support functions: zero detection, sign test, and
overflow handling [Parh93].

In a GSD number system, the integer 0 may have multiple representations. For example,
the three-digit numbers 0 0 0 and -1 4 0 both represent 0 in radix 4. However, in the special case
ofa < rand B8 < r, zero is uniquely represented by the all-Os vector. So despite redundancy
and multiple representations, comparison of numbers for equality can be simple in this common
special case, since it involves subtraction and detecting the all-Os pattern.

Sign test, and thus any relational comparison (<, <, etc.), is more difficult. The sign of a
GSD number in general depends on all its digits. Thus sign test is slow if done through signal
propagation (ripple design) or expensive if done by a fast lookahead circuit (contrast this with
the trivial sign test for signed-magnitude and 2’s-complement representations). In the special
case of « < r and B < r, the sign of number is identical to the sign of its most significant
nonzero digit. Even in this special case, determination of sign requires scanning of all digits in
the worst case, a process that can be as slow as full carry propagation.

Overflow handling is also more difficult in GSD arithmetic. Consider the addition of two
k-digit numbers, as shown in Fig. 3.16. Such an addition produces a transfer-out digit ;. Since
1y is produced using the worst-case assumption about the as yet unknown £, we can get an
overflow indication (f; # 0)even when the result can be represented with k digits. It is possible to
perform a test to see whether the overflow is real and, if it is not, to obtain a k-digit representation
for the true result. However, this test and conversion are fairly slow.

The difficulties with sign test and overflow detection can nullify some or all of the speed
advantages of GSD number representations. This is why applications of GSD are presently
limited to special-purpose systems or to internal number representations, which are subsequently
converted to standard representation.

Xk=1 Xje2 .. X1 X0 GSD operands
+ Vet Yk-2 --- Y1 Yo
p;|(_1 p;|<_2 p|1 plo Position sums
Wi-iWk-2 “*° Wi W Interim sum digits
e et - tg/ H 4 Transfer digits
Sk-1 Sk-2 " 81 Sp “Apparent” sum

Fig. 3.16 Overflow and its detection in GSD arithmetic.
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3.2

33

34

3.5

Stored-carry and stored-borrow representations The radix-2 number systems using
the digit sets [0, 2] and [—1, 1] are known as binary stored-carry and stored-borrow
representations, respectively. The general radix-r stored-carry and stored-borrow repre-
sentations are based on the digit sets [0, r] and [—1, r — 1], respectively.

a. Show that carry-free addition is impossible for stored-carry/borrow numbers.

b. Supply the details of limited-carry addition for radix-r stored-carry numbers.

¢. Supply the details of limited-carry addition for radix-r stored-borrow numbers.

d. Compare the algorithms of parts b and ¢ and discuss.

Stored-double-carry and stored-triple-carry representations The radix-4 number
system using the digit set [0, 4] is a stored-carry representation. Use the digit sets [0, 5]
and [0, 6] to form the radix-4 stored-double-carry and stored-triple-carry number systems,
respectively.

a. Find the relevant parameters for carry-free addition in the two systems (i.e., the range
of transfer digits and the comparison constants). Where there is a choice, select the
best value and justify your choice.

b. State the advantages (if any) of one system over the other.

Stored-carry-or-borrow representations The general radix-r stored-carry-or-borrow
representations use the digit set [—1, r].

a. Show that carry-free addition is impossible for stored-carry-or-borrow numbers.

b. Develop a limited-carry addition algorithm for such radix-r numbers.

¢. Compare the stored-carry-or-borrow representation to the stored-double-carry rep-
resentation based on the digit set [0, r + 1] and discuss.

Addition with parallel carries

a. Theredundantradix-2 representation with the digit set [0, 3], used in several examples
in Section 3.5, is known as the binary stored-double-carry number system [Parh96].
Design a digit slice of a binary stored-double-carry adder based on the addition
scheme of Fig. 3.15.

b. Repeat part a with the addition scheme of Fig. 3.13.
Repeat part a with the addition scheme of Fig. 3.14.
Compare the implementations of parts a—c with respect to speed and cost.

& 0

Addition with parallel or repeated carries
a. Develop addition algorithms similar to those discussed in Section 3.5 for binary
stored-triple-carry number system using the digit set [0, 4].

b. Repeat part a for the binary stored-carry-or-borrow number system based on the digit
set [—1, 2].

¢. Develop a sign detection scheme for binary stored-carry-or-borrow numbers.

d. Can one use digit sets other than [0, 3], [0, 4], and [—1, 2] in radix-2 addition with
parallel carries?

e. Repeat parts a—d for addition with repeated carries.
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Nonredundant and redundant digit sets Consider a fixed-point, symmetric radix-3
number system, with k whole and / fractional digits, using the digit set [-1, 1].

a. - Determine the range of numbers represented as a function of k and /.

b. Whatis the representation efficiency relative to binary representation, given that each
radix-3 digit needs a 2-bit code?

c. Devise a carry-free procedure for converting a symmetric radix-3 positive number
to an unsigned radix-3 number with the redundant digit set [0, 3].

d. What is the representation efficiency of the redundant number system of part ¢?

Digit-set and radix conversions Consider a fixed-point, radix-4 number system, with &
whole and ! fractional digits, using the digit set [—3, 3].
a. Determine the range of numbers represented as a function of k and /.

b. Devise a procedure for converting such a radix-4 number to a radix-8 number that
uses the digit set [~7, 7].

c.  Specify the numbers K and L of integer and fractional digits in the new radix of part
b as functions of k and /.

d. Devise a procedure for converting such a radix-4 number to a radix-4 number that
uses the digit set [—2, 2].

Hybrid signed-digit representation Consider a hybrid radix-2 number representation
system with the repeating pattern of two standard binary positions followed by one BSD
position. The addition algorithm for this system is similar to that in Fig. 3.8. Show that this
algorithm can be formulated as carry-free radix-8 GSD addition and derive its relevant
parameters (range of transfer digits and comparison constants for transfer digit selection).

GSD representation of zero

a. Obtain necessary and sufficient conditions for zero to have a unique representation
in a GSD number system.

b. Devise a 0 detection algorithm for cases in which 0 has multiple representations.

c. Design a hardware circuit for detecting 0 in an 8-digit radix-4 GSD representation
using the digit set [—2, 4].

Imaginary-radix GSD representation Show that the imaginary-radix number system
with r = 2j, where j = +~/—1, and digit set [—2, 2] lends itself to a limited-carry addition
process. Define the process and derive its relevant parameters.

Negative-radix GSD representation Do you see any advantage to extending the defi-
nition of GSD representations to include the possibility of a negative radix r? Explain.

Mixed redundant—conventional arithmetic We have seen that BSD numbers cannot
be added in a carry-free manner but that a limited-carry process can be applied to them.

a. Show that one can add a conventional binary number to a BSD number to obtain
their BSD sum in a carry-free manner.
Supply the complete logic design for the carry-free adder of part a.
Compare your design to a carry-save adder and discuss.



52 Redundant Number Systems

REFERENCES

3.13

3.14

3.15

3.16

317

Negation of GSD numbers One disadvantage of GSD representations with asymmetric
digit sets is that negation (change of sign) becomes nontrivial. Show that negation of GSD
numbers is always a carry-free process and derive a suitable algorithm for this purpose.

Digit-serial GSD arithmetic GSD representations allow fast carry-free or limited-carry
parallel addition. GSD representations may seem less desirable for digit-serial addition
because the simpler binary representation already allows very efficient bit-serial addition.
Consider a radix-4 GSD representation using the digit set [—3, 3].

a. Show that two such GSD numbers can be added digit-serially beginning at the most
significant end (MSD-first arithmetic).

b. Present a complete logic design for your digit-serial adder and determine its latency.
Do you see any advantage for MSD-first, as opposed to LSD-first, arithmetic?

BSD arithmetic Consider binary signed-digit numbers with digit set [—1, 1] and the
2-bit (n, p) encoding of the digits (see Fig. 3.7). The code (1, 1) never appears and can
be used as don’t-care.

a. Design a fast sign detector for a 4-digit BSD input operand using full lookahead.

b. How can the design of part a be used for 16-digit inputs?

¢.  Design a single-digit BSD full adder producing the sum digit s; and transfer 7, ;.

Unsigned-digit redundant representations Consider the hex-digit decimal (HDD)
number system with » = 10 and digit set [0, 15] for representing unsigned integers.

a. Find the relevant parameters for carry-free addition in this system.

b. Design an HDD adder using 4-bit binary adders and a simple postcorrection circuit.

Double-LSB 2’s-complement numbers Consider k-bit 2’s-complement numbers with
an extra least significant bit attached to them [Parh98]. Show that such redundant numbers
have symmetric range, allow for bitwise 2’s-complementation, and can be added using a
standard k-bit adder.
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Chapter

4

RESIDUE NUMBER
SYSTEMS

By converting arithmetic on large numbers to arithmetic on a collection
of smaller numbers, residue number system (RNS) representations produce
significant speedup for some classes of arithmetic-intensive algorithms in
signal processing applications. Additionally, RNS arithmetic is a valuable
tool for theoretical studies of the limits of fast arithmetic. In this chapter, we
study RNS representations and arithmetic, along with their advantages and
drawbacks. Chapter topics include:

4.1 RNS Representation and Arithmetic
4.2 Choosing the RNS Moduli

4.3 Encoding and Decoding of Numbers
4.4 Difficult RNS Arithmetic Operations
4.5 Redundant RNS Representations

4.6 Limits of Fast Arithmetic in RNS

4.1 RNS REPRESENTATION AND ARITHMETIC

54

What number has the remainders of 2, 3, and 2 when divided by the numbers 7, 5, and 3,
respectively? This puzzle, written in the form of a verse by the Chinese scholar Sun Tsu more
than 1500 years ago [Jenk93], is perhaps the first documented use of number representation
using multiple residues. The puzzle essentially asks us to convert the coded representation (2 |
3| 2) of aresidue number system, based on the moduli (7 | 5 | 3), into standard decimal format.

In a residue number system (RNS), a number x is represented by the list of its residues with
respect to k pairwise relatively prime moduli mg_; > - -+ > my > mg. The residue x; of x with
respect to the ith modulus m; is akin to a digit and the entire k-residue representation of x can be
viewed as a k-digit number, where the digit set for the ith position is [0, m; — 1]. Notationally,
we write

x; = x mod m; = (X),

and specify the RNS representation of x by enclosing the list of residues, or digits, in parentheses.
For example,
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x = (2|3]2)rNs(71513)

represents the puzzle given at the beginning of this section. The list of moduli can be deleted
from the subscript when we have agreed on a default set. In many of the examples of this chapter,
the following RNS is assumed:

RNS(8]7|5|3) Default RNS for Chapter 4

The product M of the k pairwise relatively prime moduli is the number of different representable
values in the RNS and is known as its dynamic range.

M=mp_1 X -+ Xm Xmy

Forexample, M = 8 x7x5x3 = 840is the total number of distinct values that are representable
in our chosen 4-modulus RNS. Because of the equality

(—=X)m; = (M — X)m,

the 840 available values can be used to represent numbers 0 through 839, —420 through +419,
or any other interval of 840 consecutive integers. In effect, negative numbers are represented
using a complement system with the complementation constant M.

Here are some example numbers in RNS(8|7|5/3) :

(010]0]0)rns Represents Qor 840 or - - -
(111]1]Dgrns Represents 1 or 841 or---
(21212|2)rns Represents 2 or 842 or - -
(011]3]|2)rns Represents 8 or 848 or - - -
(5/0|1]0)rns Represents 21 or 861 or - - -
(0|1]4]1rns Represents 64 or 904 or - -
(210]0]|2)rns Represents —70 or 770 or - - -
(716]14]2)rns Represents —1or839or---

Given the RNS representation of x, the representation of —x can be found by complementing
each of the digits x; with respect to its modules m; (0 digits are left unchanged). Thus, given
that 21 = (5| 0| 1 | O)rwns, we find:

—21=@8-5[0]5 —1|Orns =3 1014 O)rns
Any RNS can be viewed as a weighted representation. We will present a general method
for determining the position weights (the Chinese remainder theorem) in Section 4.3. For
RNS(8]7{5]3), the weights associated with the four positions are:
105 120 336 280

As an example, (1 | 2 | 4 | O)rns represents the number:

((105 x 1) + (120 x 2) + (336 x 4) + (280 x 0))g40 = {1689)g40 =9
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In practice, each residue must be represented or encoded in binary. For our example RNS,
such a representation would require 11 bits (Fig. 4.1). To determine the number representation
efficiency of our 4-modulus RNS, we note that 840 different values are being represented using
11 bits, compared to 2048 values possible with binary representation. Thus, the representational
efficiency is

840/2048 = 41%

Since log, 840 = 9.714, another way to quantify the representational efficiency is to note that
in our example RNS, about 1.3 bits of the 11 bits goes to waste.

As noted earlier, the sign of an RNS number can be changed by independently com-
plementing each of its digits with respect to its modulus. Similarly, addition, subtraction,
and multiplication can be performed by independently operating on each digit. The following
examples for RNS(8|7|5/3) illustrate the process:

(51510]|2)rns  Represents x = +5

(7161412)rns Represents y = —1

(414141 Drns x +¥:(5+7)8 =4, {(5+6)7 =4, etc.

6|6]1]0rns x—y:{5—=T)g=6,({5—6)7 =6, etc.
(alternatively, find —y and add to x)

31210] Drns x X y:{§xT)g=3,(5 x6)7 =2, etc.

Figure 4.2 depicts the structure of an adder, subtractor, or multiplier for RNS arithmetic.
Since each digit is a relatively small number, these operations can be quite fast and simple
in RNS. This speed and simplicity are the primary advantages of RNS arithmetic. In the
case of addition, for example, carry propagation is limited to within a single residue (a few
bits). Thus, RNS representation pretty much solves the carry propagation problem. As for
multiplication, a 4 x 4 multiplier (e.g.), is considerably more than four times simpler than
a 16 x 16 multiplier, besides being much faster. In fact, since the residues are small (say, 6
bits wide), it is quite feasible to implement addition, subtraction, and multiplication by direct
table lookup. With 6-bit residues, say, each operation requires a 4K x 6 table. Thus, excluding
division, a complete arithmetic unit module for one 6-bit residue can be implemented with 9 KB
of memory.

Unfortunately, however, what we gain in terms of the speed and simplicity of addition,
subtraction, and multiplication can be more than nullified by the complexity of division and the
difficulty of certain auxiliary operations such as sign test, magnitude comparison, and overflow
detection. Given the numbers

(71212 Drns and (2[5 ]0] Dras

we cannot easily tell their signs, determine which of the two is larger, or find out whether
(11012 2)rns represents their true sum as opposed to the residue of their sum modulo 840.

I l g I t l | I i I i I Fig. 4.1 Binary-coded number format for RNS(8|7|5|3).

mod8 mod7 mod5 mod3
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) Operand 1 ) Operapdz
EENEEEEEEER]ENEENENREEE
mod-8 ||mod-7 || mod-5 mod-3
unit unit unit —1 unit
3 3 3 2

mesut (T T T T {1 [ |]

mod8 mod7 mod5 mod3

Fig. 4.2 The structure of an adder, subtractor, or multiplier for RNS(8|7|5(3).

These difficulties have thus far limited the application of RNS representations to certain
signal processing problems in which additions and multiplications are used either exclusively or
predominantly and the results are within known ranges (e.g., digital filters, Fourier transforms).
Developments in recent years [Hung94] have greatly lessened the penalty for division and sign
detection and may lead to more widespread applications for RNS in future. We discuss division
and other “difficult” RNS operations in Section 4.4.

4.2 CHOOSING THE RNS MODULI

The set of the moduli chosen for RNS affects both the representational efficiency and the
complexity of arithmetic algorithms. In general, we try to make the moduli as small as possible,
since it is the magnitude of the largest modulus m;_; that dictates the speed of arithmetic
operations. We also often try to make all the moduli comparable in magnitude to the largest one,
since with the computation speed already dictated by my_1, there is usually no advantage in
fragmenting the design of Fig. 4.2 through the use of very small moduli at the right end.

We illustrate the process of selecting the RNS moduli through an example. Let us assume
that we want to represent unsigned integers in the range 0 to (100 000);cn, requiring 17 bits with
standard binary representation.

A simple strategy is to pick prime numbers in sequence until the dynamic range M becomes
adequate. Thus, we pick mg = 2, m; = 3, my = 5, etc. After we add ms = 13 to our list, the
dynamic range becomes:

RNS(13|11]7151312) M =30030
This range is not yet adequate, so we add mg = 17 to the list:

RNS(17[1311]7]5]3]2) M =510510
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The dynamic range is now 5.1 times larger than needed, so we can remove the modulus 5 and
still have adequate range:

RNS(17[13]11]7]3]2) M =102102

With binary encoding of the six residues, the number of bits needed for encoding each
number is:

5+44+443+241=19bits

Now, since the speed of arithmetic operations is dictated by the 5-bit residues modulo ms, we
can combine the pairs of moduli 2 and 13, and 3 and 7, with no speed penalty. This leads to:

RNS(26 [21[17]11) M = 102102

This alternative RNS still needs 5+ 5+ 5+ 4 = 19 bits per operand, but has two fewer modules
in the arithmetic unit.

Better results can be obtained if we proceed as above, but include powers of smaller primes
before moving to larger primes. The chosen moduli will still be pairwise relatively prime, since
powers of any two prime numbers are relatively prime. For example, after including mo = 2
and m; = 3 in our list of moduli, we note that 22 is smaller than the next prime 5. So we modify
mg and m to get:

RNS(22|3) M=12

This strategy is consistent with our desire to minimize the magnitude of the largest modulus.
Similarly, after we have included m, = 5 and m3 = 7, we note that both 23 and 32 are smaller
than the next prime 11. So the next three steps lead to:

RNS@3%|2%|7|5) M = 2520
RNS(11[3%2(2317]5) M= 27 720
RNS(13 11 |3%(23|7|5) M = 360 360

The dynamic range is now 3.6 times larger than needed, so we can replace the modulus 9 with
3 and then combine the pair 5 and 3 to obtain:

RNS(15[1311[23|7) M = 120 120
The number of bits needed by this last RNS is
4+4+44343=18 bits

which is better than our earlier result of 19 bits. The speed has also improved because the largest
residue is now 4 bits wide instead of 5.

Other variations are possible. For example, given the simplicity of operations with power-
of-2 moduli, we might want to backtrack and maximize the size of our even modulus within the
4-bit residue limit:

RNS(2* |13 |113%|7|5) M =720720
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We can now remove 5 or 7 from the list of moduli, but the resulting RNS is in fact inferior
to RNS(15]13]|11|23|7). This might not be the case with other examples; thus, once we have
converged on a feasible set of moduli, we should experiment with other sets that can be derived
from it by increasing the power of the even modulus at hand.

The preceding strategy for selecting the RNS moduli is guaranteed to lead to the smallest
possible number of bits for the largest modulus, thus maximizing the speed of RNS arithmetic.
However, speed and cost do not just depend on the widths of the residues but also on the
moduli chosen. For example, we have already noted that power-of-2 moduli simplify the required
arithmetic operations, so that the modulus 16 might be better than the smaller modulus 1 3 (except,
perhaps, with table-lookup implementation). Moduli of the form 2¢ — 1 are also desirable and
are referred to as low-cost moduli [Merr64], [Parh76]. From our discussion of addition of 1’s-
complement numbers in Section 2.4, we know that addition modulo 2¢ — 1 can be performed
using a standard a-bit binary adder with end-around carry.

Hence, we are motivated to restrict the moduli to a power of 2 and odd numbers of the
form 22 — 1. One can prove (left as exercise) that the numbers 2¢ — 1 and 2% _ | are relatively
prime if and only if a and b are relatively prime. Thus, any list of relatively prime numbers
ax_p > --- > a; > ag can be the basis of the following k-modulus RNS

RNS(2%-2 | 2%-2 — 1 | ... |29 —1|2% —1)

for which the widest residues are a;_,-bit numbers. Note that to maximize the dynamic range
with a given residue width, the even modulus is chosen to be as large as possible.

Applying this strategy to our desired RNS with the target range [0, 100 000], leads to the
following steps:

RNS(2} |22 =122 -1) Basis: 3,2 M =168
RNSQ* |24 =112 =1 Basis: 4,3 M = 1680
RNS(25 |25—12°—1|2*—-1) Basis:5,3,2 M= 20 832
RNS(25[25—12*—1|2° - 1) Basis:5,4,3 M= 104 160

This last system, RNS(32 | 31 | 15 | 7), possesses adequate range. Note that once the number 4
is included in the base list, 2 must be excluded because 4 and 2, and thus 24 —land2?—1,are
not relatively prime.

The derived RNS requires 5 + 5 + 4 + 3 = 17 bits for representing each number, with the
largest residues being 5 bits wide. In this case, the representational efficiency is close to 100%
and no bit is wasted. In general, the representational efficiency of low-cost RNS is provably
better than 50% (yet another exercise!), leading to the waste of no more than 1 bit in number
representation.

To compare the RNS above to our best result with unrestricted moduli, we list the parameters
of the two systems together:

RNS(15 131123 |7 18 bits M = 120 120
RNS(23 |25 —12*—1]23—1) 17bits M = 104 160

Both systems provide the desired range. The latter has wider, but fewer, residues. However,
the simplicity of arithmetic with low-cost moduli makes the latter a more attractive choice. In
general, restricting the moduli tends to increase the width of the largest residues and the optimal
choice is dependent on both the application and the target implementation technology.
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4.3 ENCODING AND DECODING OF NUMBERS

Since input numbers provided from the outside (machine or human interface) are in standard
binary or decimal and outputs must be presented in the same way, conversions between bi-
nary/decimal and RNS representations are required.

Conversion from binary/decimal to RNS

The binary-to-RNS conversion problem is stated as follows: Given a number v, find its residues
with respect to the moduli m;,0 < i < k — 1. Let us assume that y is an unsigned binary
number. Conversion of signed-magnitude or 2’s-complement numbers can be accomplished by
converting the magnitude and then complementing the RNS representation if needed.

To avoid time-consuming divisions, we take advantage of the following equality:

(k1 -+~ y]y())tw0>m, = <<2k_]yk—1)m,- ++ (2)’1>mi + (.VO)m,-)mi

If we precompute and store (2/ )m; for each i and j, then the residue x; of y (mod m;) can be
computed by modulo-m; addition of some of these constants.

Table 4.1 shows the required lookup table for converting 10-bit binary numbers in the
range [0, 839] to RNS(8 | 7| 5| 3). Only residues mod 7, mod 5, and mod 3 are given in the
table, since the residue mod 8 is directly available as the 3 least significant bits of the binary
number y.

B Example 4.1 Represent y = (1010 0100)1wo = (164)1en in RNS(8 |7 |5 3).

The residue of ymod 8is x3 = (y21 yo)wwo = (100)y0 = 4. Since y = 27425422,
the required residues mod 7, mod 5, and mod 3 are obtained by simply adding the values
stored in the three rows corresponding to j = 7, 5, 2 in Table 4.1

X=0r=02+4+4); =3
X1=0s=03+2+4)5=4
Xo={y3=0Q24+2+1)3=2

Therefore, the RNS(8 |7 | 5| 3) representation of (164)., is (4|3 | 4 | 2)rns.

In the worst case, kK modular additions are required for computing each residue of a k-bit
number. To reduce the number of operations, one can view the given input number as a number
in a higher radix. For example, if we use radix 4, then storing the residues of 4',2 x 4 and
3 x 4/ in a table would allow us to compute each of the required residues using only k/2 modular
additions.

The conversion for each modulus can be done by repeatedly using a single lookup table
and modular adder or by several copies of each arranged into a pipeline. For a low-cost modulus
m = 2% — 1, the residue can be determined by dividing up y into a-bit segments and adding
them modulo 29 — 1.
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TABLE 4.1
Precomputed residues of the first 10 powers of 2

J 2/ (27) (2)s (27)3
0 1 1 1 1
1 2 2 2 2
2 4 4 4 |
3 8 1 3 2
4 16 2 1 1
5 32 4 2 2
6 64 1 4 1
7 128 2 3 2
8 256 4 1 1
9 512 1 2 2

Conversion from RNS to mixed-radix form

Associated with any residue number system RNS(my_; | -+ | ma | my | mg) is a mixed-radix
number system MRS(my_| | -+ - | ma | my | mg), which is essentially a k-digit positional number
system with position weights

mg_p---mMymimy e ompmumgyg mpmg Mo 1

and digit sets [0, my_1 — 11, -~ -, [0, my — 1], [0, m; — 1], and [0, mo — 1] inits & digit positions.
Hence, the MRS digits are in the same ranges as the RNS digits (residues). For example, the
mixed-radix system MRS(8 | 7 | 5 | 3) has position weights 7 x 5 x 3 = 105,5 x 3 = 15, 3,
and 1, leading to:

031 IO)MRS(8|7\5|3) =(0x 105)+ (3 x 15)+ (1 x 3) + (0 x 1) =48

The RNS-to-MRS conversion problem is that of determining the z; digits of MRS, given the x;
digits of RNS, so that:

Y= k—t] -+ | x2 | x1 | x0)rns = @x—1 | -+ 1221 21 | Z0)mrs

From the definition of MRS, we have:

Y = Zg—1(mg—z - - - mamimg) + - - - + 22(mymo) + z1(mo) + 2o

It is thus immediately obvious that zg = xo. Subtracting zo = xo from both the RNS and MRS
representations, we get

y—xo=0p_1 |- |x51x1 1 Orns = @1 | - [ z2 21 | O)mrs

where x; = (xj — Xx0)m; . If we now divide both representations by mg, we get the following in
the reduced RNS and MRS from which mg has been removed:



62

Residue Number Systems

() x5 L xDrns = @k—1 | -+ | 22 | 21)Mrs
Thus, if we demonstrate how to divide the number y’ = (p_y |-+ 1 x5 | x; | O)rns by mg to
obtain (x;_; | --- | xJ | x{)rns, we have converted the original problem to a similar problem

with one fewer modulus. Repeating the same process then leads to the determination of all the
z; digits in turn.

Dividing y’, which is a multiple of mq, by mq is known as scaling and is much simpler
than general division in RNS. Division by m( can be accomplished by multiplying each residue
by the multiplicative inverse of mg with respect to the associated modulus. For example, the
multiplicative inverses of 3 relative to 8, 7, and 5 are 3, 5, and 2, respectively, because:

Bx3)g=0Bx57=03x2s5=1

Thus, the number y' = (0 | 6 | 3 | O)rns can be divided by 3 through multiplication by

(31512 —)rns:
0161310
(—'%ﬂomwm)mx<3|512|—)RNs=(0|2|1|—)RNS

Multiplicative inverses of the moduli can be precomputed and stored in tables to facilitate RNS-
to-MRS conversion.

B Example 4.2 Convert y = (0| 6| 3 | 0)rns to mixed-radix representation.
We have zo = xo = 0. Based on the preceding discussion, dividing y by 3 yields:

(O]6]3]0)rns
3

Thus we have z; = 1. Subtracting 1 and dividing by 5, we get:

(71110 ~)rns

=(O16]3]0rns x B15[2]—)rns = (0]2] 1] —)rns

5 =110l —)rns X (513] — [ rns = (B3] — | —)rns
Next, we get z; = 3. Subtracting 3 and dividing by 7, we find:
©O10] — 1)
= = 0101 = [ Dres X T = | = | ews
=0 — | = | —)rns

We conclude by observing that z3 = 0. The conversion is now complete:

y=01[6]3[0rns =(0]3]1]0)mrs =48

Mixed-radix representation allows us to compare the magnitudes of two RNS numbers
or to detect the sign of a number. For example, the RNS representations (0 [ 6 | 3 | O)rns and
(5130 0)rns of 48 and 45 provide no clue to their relative magnitudes, whereas the equivalent
mixed-radix representations (0 | 3| 1| O)mrs and (0 ] 3 | 0 | 0)mzs, or (000 | 011 | 001 | 00)mrs
and (000 | 011 | 000 | 00)mrs, when coded in binary, can be compared as ordinary numbers.
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Conversion from RNS to binary/decimal

One method for RNS-to-binary conversion is to first derive the mixed-radix representation of the
RNS number and then use the weights of the mixed-radix positions to complete the conversion.
We can also derive position weights for the RNS directly based on the Chinese remainder theorem
(CRT), as discussed below.

Consider the conversion of y = (3|2 |4 | 2)rns from RNS(8 | 7 | 5| 3) to decimal. Based
on RNS properties, we can write:

(31214|2)rns = (3100 | O)rs + (01210 O)rns
+(0]0]4]0)rns +(0]0[0]2)rns
=3x(1|010]|0)grns +2x(0]1]0]0)rns
+4x(0]0[1]0rns+2x(0]0]0] Drns

Thus, knowing the values of the following four constants (the RNS position weights) would
allow us to convert any number from RNS(8|7|5/3) to decimal using four multiplications and
three additions.

(11010 0)rns = 105
O 1]0]0)rNs =120
(010]1]0)rns =336
(01010] Drns = 280

Thus, we find:

(B12]4|2)rns = ((3 x 105) + (2 x 120) + (4 x 336) + (2 x 280))s40 = 779

It only remains to show how the preceding weights were derived. How, for example, did we
determine that w3 = (1|0 | 0| O)rns = 1057

To determine the value of w3, we note that it is divisible by 3, 5, and 7, since its last three
residues are Os. Hence, w3 must be a multiple of 105. We must then pick the right multiple of 105
such that its residue with respect to 8 is 1. This is done by multiplying 105 by its multiplicative
inverse with respect to 8. Based on the preceding discussion, the conversion process can be
formalized in the form of the Chinese remainder theorem.

THEOREM 4.1 (The Chinese remainder theorem)  The magnitude of an RNS
number can be obtained from the CRT formula:

k—1

x=(x-1 |- | x2] x| x0)rNs = <Z M; (Otixi)m,«)M
i=0

where, by definition, M; = M/m;, and o; = (Ml._1 )m; is the multiplicative inverse of M;
with respect to m;.
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TABLE 4.2
Values needed in applying the Chinese remainder
theorem to RNS(8]7|5|3)

i m; x; (M {0 Xi)m; Y
3 8 0 0
1 105
2 210
3 315
4 420
5 525
6 630
7 735
2 7 0 0
1 120
2 240
3 360
4 480
5 600
6 720
1 5 0 0
1 336
2 672
3 168
4 504
0 3 0 0
1 280
2 560

To avoid multiplications in the conversion process, we can store the values of {M; (t; x; ), ) i1

for all possible i and x; in tables of total size Zf;d m; words. Table 4.2 shows the required values
for RNS(8|7|5]3). Conversion is then performed exclusively by table lookups and modulo-M
additions.

4.4 DIFFICULT RNS ARITHMETIC OPERATIONS

In this section, we discuss algorithms and hardware designs for sign test, magnitude com-
parison, overflow detection, and general division in RNS. The first three of these operations
are essentially equivalent in that if an RNS with dynamic range M is used for representing
signed numbers in the range [~N, P], with M = N + P + 1, then sign test is the same
as comparison with P and overflow detection can be performed based on the signs of the
operands and that of the result. Thus, it suffices to discuss magnitude comparison and general
division.

To compare the magnitudes of two RNS numbers, we can convert both to binary or mixed-
radix form. However, this would involve a great deal of overhead. A more efficient approach is
through approximate CRT decoding. Dividing the equality in the statement of Theorem 4.1 by
M, we obtain the following expression for the scaled value of x in [0, 1):
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k—1

X (xg—1| -+ I x2] x1 | x0)rNs _
== i = () m N exi)m )

i=0

Here, the addition of terms is performed modulo 1, meaning that in adding the terms m; Nt X Yms»
each of which is in [0, 1), the whole part of the result is discarded and only the fractional part is
kept; this is much simpler than the modulo-M addition needed in standard CRT decoding.

Again, the terms m;] (a;xi)m; can be precomputed for all possible i and x; and stored in
tables of total size Zf.:(} m; words. Table 4.3 shows the required lookup table for approximate
CRT decoding in RNS(8|7|5|3). Conversion is then performed exclusively by table lookups and
modulo-1 additions (i.e., fractional addition, with the carry-out simply ignored).

B Example 4.3 Use approximate CRT decoding to determine the larger of the two
numbers x = (0/6]3|0)rns and y = (5]3|0|0)rns-
Reading values from Table 4.3, we get:

~ {.0000 + .8571 + .2000 + .0000), ~ .0571

2 (.6250 + .4286 + .0000 + .0000); ~ .0536

Sk

Thus, we can conclude that x >y, subject to approximation errors to be discussed next.

If the maximum error in each table entry is ¢, then approximate CRT decoding yields the
scaled value of an RNS number with an error of no more than ke. In the preceding example,
assuming that the table entries have been rounded to four decimal digits, the maximum error
in each entry is ¢ = 0.00005 and the maximum error in the scaled value is 4¢ = 0.0002. The
conclusion x > y is, therefore, safe.

Of course we can use highly precise table entries to avoid the possibility of erroneous
conclusions altogether. But this would defeat the advantage of approximate CRT decoding in
simplicity and speed. Thus, in practice, a two-stage process might be envisaged: a quick approx-
imate decoding process is performed first, with the resulting scaled value(s) and error bound(s)
used to decide whether a more precise or exact decoding is needed for arriving at a conclusion.

In many practical situations, an exact comparison of x and y might not be required and a
ternary decision result x < y, x & y (i.e., too close to call), or x > y might do. In such cases,
approximate CRT decoding is just the right tool. For example, in certain division algorithms (to
be discussed in Chapter 14), the sign and the magnitude of the partial remainder s are used to
choose the next quotient digit g; from the redundant digit set [—1, 1] according to the following:

s <0 quotient digit = —1
s~ 0 quotientdigit= 0
s >0 quotient digit= 1
In this case, the algorithm’s built-in tolerance to imprecision allows us to use it for RNS

division. Once the quotient digitin [—1, 1] has been chosen, the value g;d, where d is the divisor,
is subtracted from the partial remainder to obtain the new partial remainder for the next iteration.
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TABLE 4.3
Values needed in applying approximate Chinese
remainder theorem decoding to RNS(8|7]5|3)

i m; m; et xi ) m,

R

3 8 .0000
1250
.2500
3750
.5000
.6250
7500
.8750
.0000
.1429
2857
4286
5714
7143
.8571
.0000
4000
.8000
.2000
.6000
.0000
3333
6667

N = O B W= OV Ak WERN — O N0 WUV R WD~ O

Also, the quotient, derived in positional radix-2 format using the digit set [—1, 1], is converted
to RNS on the fly.

In other division algorithms, to be discussed in Chapters 14 and 15, approximate comparison
of the partial remainder s and divisor d is used to choose a radix-r quotient digit in [—c, 8].
An example includes radix-4 division with the quotient digit set [—2, 2]. In these cases, too,
approximate CRT decoding can be used to facilitate RNS division [Hung94].

4.5 REDUNDANT RNS REPRESENTATIONS

Just as the digits in a positional radix-r number system do not have to be restricted to the set [0,
r — 1], we are not obliged to limit the residue digits for the modulus m; to the set [0, m; — 1].
Instead, we can agree to use the digit set [0, ;] for the mod-m; residue, provided 8; > m; — 1.
If B; > m;, then the resulting RNS is redundant.

One reason to use redundant residues is to simplify the modular reduction step needed after
each arithmetic operation. Consider, for example, the representation of mod-13 residues using
4-bit binary numbers. Instead of using residues in [0, 12], we can use pseudoresidues in [0, 15].
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Figure 4.3 Adder design for 4-bit mod-13 pseudoresidues.

Residues 0, 1, and 2 will then have two representations, since 13 = 0 mod 13, 14 = 1 mod 13,
and 15 = 2 mod 13. Addition of such pseudoresidues can be performed by a 4-bit binary adder.
If the carry-out is 0, the addition result is kept intact; otherwise, the carry-out, which is worth
16 units, is dropped and 3 is added to the result. Thus, the required mod-13 addition unit is as
shown in Fig. 4.3.

One can go even further and make the pseudoresidues 2/ bits wide, where normal mod-m
residues would be only % bits wide. This simplifies a multiply-accumulate operation, which is
done by adding the 2A-bit product of two normal residues to a 2A-bit running total, reducing
the (2h + 1)-bit result to a 2h-bit pseudoresidue for the next step by subtracting 2"m from it
if needed (Fig. 4.4). Reduction to a standard A-bit residue is then done only once at the end of
accumulation.

4.6 LIMITS OF FAST ARITHMETIC IN RNS

How much faster is RNS arithmetic than conventional (say, binary) arithmetic? We will see later
in Chapters 6 and 7 that addition of binary numbers in the range [0, M — 1] can be done in

Operand residuel

h

Coefficient
h residue

Sumin —— L—— Sum out

Fig. 44 A modulo-/ multiply-add cell that accumulates the sum into a double-length redundant
pseudoresidue.
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O(log log M) time and with O(log M) cost using a variety of methods such as carry-lookahead,
conditional-sum, or multilevel carry-select. Both these are optimal to within constant factors,
given the fixed-radix positional representation. For example, one can use the constant fan-in
argument to establish that the circuit depth of an adder must be at least logarithmic in the number
k =log, M of digits. Redundant representations allow O(1)-time, O(log M)-cost addition. What
is the best one can do with RNS arithmetic?

Consider the residue number system RNS(mz_1| - - - [m|mg). Assume that the moduli are
chosen as the smallest possible prime numbers to minimize the size of the moduli, and thus
maximize computation speed. The following theorems from number theory help us in figuring
out the complexity.

THEOREM 4.4  The product of all primes in [1, n] is asymptotically equal to e".

Table 4.4 lists some numerical values that can help us understand the asymptotic approxi-
mations given in Theorems 4.2 and 4.3.
Armed with these results from number theory, we can derive an interesting limit on the

speed of RNS arithmetic.
TABLE 4.4
The ith-prime p; and the number of primes in [1, n] versus their asymptotic approximations
Error Number of primes Error
i pi ilni (%) n in[1, n] n/(In n) (%)
1 2 0.000 100 5 2 3.107 55
2 3 1.386 54 10 4 4.343 9
3 5 3.296 34 15 6 5.539 8
4 7 5.545 21 20 8 6.676 17
5 11 8.047 27 25 9 7.767 14
10 29 23.03 21 30 10 8.820 12
15 47 40.62 14 40 12 10.84 10
20 71 59.91 16 50 15 12.78 15
30 113 102.0 10 100 25 21.71 13
40 173 147.6 15 200 46 37.75 18
50 229 195.6 15 500 95 80.46 15

100 521 460.5 12 1000 170 144.8 15
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THEOREM4.5  Itis possible to represent all k-bit binary numbers in RNS with O(k/log
k) moduli such that the largest modulus has O(log k) bits.

Proof: If the largest needed prime is n, by Theorem 4.4 we must have " ~ 2%, This
equality implies n < k. The number of moduli required is the number of primes less
than 7 which by Theorem 4.3 is O(n/log n) = O(k/log k).

As aresult, addition of such residue numbers can be performed in O(log log log M) time and with
O(log M) cost. So, the cost of addition is comparable to that of binary representation whereas
the delay is much smaller, though not constant.

If for implementation ease, we limit ourselves to moduli of the form 2¢ or 2 — 1, the
following results from number theory are applicable.

THEOREM 4.6  The numbers 2 — 1 and 2% — 1 are relatively prime if and only if a
and b are relatively prime.

THEOREM 4.7  The sum of the first i primes is asymptotically O(i* In i).

These theorems allow us to prove the following asymptotic result for low-cost residue number
systems.

THEOREM 4.8 It is possible to represent all k-bit binary numbers in RNS with
O((k/ log k)'/?) low-cost moduli of the form 2¢ — 1 such that the largest modulus has
O((k log k)'/?) bits.

Proof: If the largest modulus that we need is 2/ — 1, by Theorem 4.7 we must have
I? In [ ~ k. This implies that / = O((k/log k)'/?). By Theorem 4.2, the Ith prime is
approximately p; &~ In [ =~ O((k log k)'/?). The proof is complete upon noting that
to minimize the size of the moduli, we pick the ith modulus to be 27" — 1.

As a result, addition of low-cost residue numbers can be performed in O(log log M) time with
O(log M) cost and thus, asymptotically, offers little advantage over standard binary.



70

Residue Number Systems

4.1

4.2

4.3

44

4.5

4.6

RNS representation and arithmetic Consider the RNS system RNS(15 [ 13[11|87)
derived in Section 4.2.

Represent the numbers x = 168 and y = 23 in this RNS.

Compute x + y, x — y, x X y, checking the results via decimal arithmetic.
Knowing that x is a multiple of 56, divide it by 56 in the RNS. Hint: 56 =7 x 8.

Compare the numbers (5|4 |312| 1)gns and (1|2 ]3[4 | 5)rns using mixed-radix
conversion,

e. Convert the numbers (514 3|2 | Drns and (1|2 |3 |4 | 5)rns to decimal.
f. What is the representational efficiency of this RNS compared to standard binary?

RS A

RNS representation and arithmetic Consider the Jow-cost RNS system RNS(32 | 31 |
15| 7) derived in Section 4.2.

Represent the numbers x = 168 and y = —23 in this RNS.

Compute x + v, x — ¥, x X ¥, checking the results via decimal arithmetic.
Knowing that x is a multiple of 7, divide it by 7 in the RNS.

Compare the numbers (4 | 3| 2 | 1)rns and (1 | 2 | 3 | 4)rns using mixed-radix
conversion.

e. Convert the numbers (4 | 3| 2| )grns and (1| 2 | 3 | 4)gns to decimal.
f.  What is the representational efficiency of this RNS compared to standard binary?

IS BRS

RNS representation Find all numbers for which the RNS(8 | 7 | 5 | 3) representation is
palindromic (i.e., the string of four “digits” reads the same forward and backward).

RNS versus GSD representation We are contemplating the use of 16-bit representations
for fast integer arithmetic. One option, radix-8 GSD representation with the digit set
[—5, 4], can accommodate four-digit numbers. Another is RNS(16 | 15 | 13 | 11) with
complement representation of negative values.

a. Compute and compare the range of representable integers in the two systems.

b. Represent the integers +441 and —228 and add them in the two systems.

c. Briefly discuss and compare the complexity of multiplication in the two systems.

RNS representation and arithmetic Consider a residue number system that can be used
to represent the equivalent of 24-bit, 2’s-complement numbers.

Select the set of moduli to maximize the speed of arithmetic operations.

Determine the representational efficiency of the resulting RNS.

Represent the numbers x = +295 and y = —322 in this number system.

e o T8

Compute the representations of x + y, x — y, and x x y; check the results.

Binary-to-RNS conversion In a residue number system, 11 is used as one of the moduli.

®

Design a mod-11 adder using two standard 4-bit binary adders and a few logic gates.

b. Using the adder of part a and a 10-word lookup table, show how the mod-11 residue
of an arbitrarily long binary number can be computed by a serial-in, parallel-out
circuit.
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¢. Repeat part a, assuming the use of mod-11 pseudoresidues in {0, 15].
d. Outline the changes needed in the design of part b if the adder of part ¢ is used.

Low-cost RNS Consider residue number systems with moduli of the form 2% or 2% — 1.

a. Prove thatm; = 2% — 1 and m; = 2% — 1 are relatively prime if and only if a; and
a; are relatively prime.

b. Show that such a system wastes at most one bit relative to binary representation.

¢. Determine an efficient set of moduli to represent the equivalent of 32-bit unsigned
integers. Discuss your efficiency criteria.

Special RNS representations It has been suggested that moduli of the form 2% 4 1
also offer speed advantages. Evaluate this claim by devising a suitable representation for
the (a; + 1)-bit residues and dealing with arithmetic operations on such residues. Then,
determine an efficient set of moduli of the form 2% and 2% =+ 1 to represent the equivalent
of 32-bit integers.

Overflow in RNS arithmetic Show that if 0 < x, y < m, then (x + y) mod m causes
overflow if and only if the result is less than x (thus the problem of overflow detection in
RNS arithmetic is equivalent to the magnitude comparison problem).

Discrete logarithm Consider a prime modulus p. From number theory, we know that
there always exists an integer generator g such that the powers gO, g‘, gz, g3, ... (mod
p) produce all the integers in [1, p — 1]. If g' = x mod p, then i is called the mod-p,
base-g discrete logarithm of x. Outline a modular multiplication scheme using discrete
log and log™! tables and an adder.

Halving even numbers in RNS Given the representation of an even number in an RNS
with only odd moduli, find an efficient algorithm for halving the given number.

Symmetric RNS In a symmetric RNS, the residues are signed integers, possessing the
smallest possible absolute values, rather than unsigned integers. Thus, for an odd modulus
m, symmetric residues range from —(m — 1)/2 to (m — 1)/2 instead of from O tom — 1.
Discuss the possible advantages of a symmetric RNS over ordinary RNS.

Approximate Chinese remainder theorem decoding Consider the numbers x =
(016/3|0)rns and y = (5/|3|0}0)rns of Example 4.3 in Section 4.4.

a. Redo the example and its associated error analysis with table entries rounded to two
decimal digits. How does the conclusion change?

b. Redo the example with table entries rounded to three decimal digits and discuss.

Division of RNS numbers by the moduli

a. Show how an RNS number can be divided by one of the moduli to find the quotient
and the remainder, both in RNS form.

b. Repeat part a for division by the product of two or more moduli.

RNS base extension Consider a k-modulus RNS and the representation of a number
x in that RNS. Develop an efficient algorithm for deriving the representation of x in a
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automorph.
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PART
1

ADDITION/
SUBTRACTION

Addition is the most common arithmetic operation and also serves as a building
block for synthesizing all other operations. Within digital computers, addition is
performed extensively both in explicitly specified computation steps and as a part
of implicit ones dictated by indexing and other forms of address arithmetic. In
simple ALUs that lack dedicated hardware for fast multiplication and division,
these latter operations are performed as sequences of additions. A review of fast
addition schemes is thus an apt starting point in investigating arithmetic algorithms.
Subtraction is normally performed by negating the subtrahend and adding the result
to the minuend. This is quite natural, given that an adder must handle signed
numbers anyway. Even when implemented directly, a subtractor is quite similar
to an adder. Thus, in the following four chapters that constitute this part, we focus
almost exclusively on addition:

Chapter 5 Basic Addition and Counting
Chapter 6 Carry-Lookahead Adders
Chapter 7 Variations in Fast Adders
Chapter 8 Multioperand Addition
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Chapter
5 |BASIC ADDITION

AND COUNTING

As stated in Section 3.1, propagation of carries is a major impediment to
high-speed addition with fixed-radix positional number representations. Be-
fore exploring various ways of speeding up the carry propagation process,
however, we need to examine simple ripple-carry adders, the building blocks
used in their construction, the nature of the carry propagation process, and
the special case of counting. Chapter topics include:

5.1 Bit-Serial and Ripple-Carry Adders
5.2 Conditions and Exceptions

5.3 Analysis of Carry Propagation

5.4 Carry Completion Detection

5.5 Addition of a Constant: Counters

5.6 Manchester Carry Chains and Adders

5.1 BIT-SERIAL AND RIPPLE-CARRY ADDERS

Single-bit half-adders and full adders are versatile building blocks that are used in synthesizing
adders and many other types of arithmetic circuit. A half-adder (HA) receives two input bits x
and y, producing a sum bits = x @& y = xy + Xy and a carry bit ¢ = xy. Figure 5.1 depicts three
of the many possible logic realizations of a half-adder. A half-adder can be viewed as a single-bit
binary adder that produces the 2-bit sum of its single-bit inputs, namely, x + y = (Cout $)two>
where the plus sign in this expression stands for arithmetic sum rather than logical OR.

A single-bit full adder (FA) is defined as follows:

Inputs: Operand bits x, y and carry-in cj, (or x;, ¥, ¢; for stage i)
Outputs:  Sum bit s and carry-out coy (or s; and c; 4 for stage i)
S=XxDYy®cin (odd parity function)

= XYCin + X YCin + XYCin + XY Cin
Cout = XY + XCin + YCin (majority function)

75
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<! x|

—CF;
— Y

S

(a) AND/XOR half-adder. (b) NOR-gate half-adder.

1
s LC—HCW )

L

c

(c) NAND-gate half-adder with complemented carry.

Fig. 5.1 Three implementations of a half-adder.

A full adder can be implemented by using two half-adders and an OR gate as shown in Fig.
5.2a. The OR gate in Fig. 5.2a can be replaced with a NAND gate if the two HAs are NAND-gate
half-adders with complemented carry outputs. Alternatively, one can implement a full adder as
two-level AND-OR/NAND-NAND circuits according to the preceding logic equations for s and
cou (Fig. 5.2b). Because of the importance of the full adder as an arithmetic building block, many
optimized FA designs exist for a variety of implementation technologies. Figure 5.2c shows a
full adder, built of seven inverters and two 4-to-1 multiplexers (Mux), that is suitable for CMOS
transmission-gate logic implementation.

Full and half-adders can be used for realizing a variety of arithmetic functions. We will see
many examples in this and the following chapters. For instance, a bit-serial adder can be built
from a full adder and a carry flip-flop, as shown in Fig. 5.3a. The operands are supplied to the
FA one bit per clock cycle, beginning with the least significant bit, from a pair of shift registers,
and the sum is shifted into a result register. Addition of k-bit numbers can thus be completed in
k clock cycles. A k-bit ripple-carry binary adder requires k full adders, with the carry-out of the
ith FA connected to the carry-in input of the (i + 1)th FA. The resulting k-bit adder produces a
k-bit sum output and a carry-out; alternatively, coy can be viewed as the most significant bit of
a (k 4 1)-bit sum. Figure 5.3b shows a ripple-carry adder for 4-bit operands, producing a 4-bit
or 5-bit sum.

The ripple-carry adder shown in Fig. 5.3b leads directly to a CMOS implementation with
transmission gate logic using the full adder design of Fig. 5.2¢. A possible layout is depicted in
Fig. 5.4, which also shows the approximate area requirements for the 4-bit ripple-carry adder in
units of A (half the minimum feature size). For details of this particular design, refer to [Puck94,
pp. 213-223].

The latency of a k-bit ripple-carry adder can be derived by considering the worst-case
signal propagation path. As shown in Fig. 5.5, the critical path usually begins at the xp or
yo input, proceeds through the carry-propagation chain to the leftmost FA, and terminates at
the s;_; output. Of course, it is possible that for some FA implementations, the critical path
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y x y X

Coﬁ HA J
‘ Cout
HA G
Cin n
s
(a) Built of half-adders.

{ —C_
Mux H—
o0 o,
Cout 1 -
2 H—
31 .y
s |
i sa=
|—04~ 12 Cin (b) Built as an AND-OR circuit.
s ~

(c) Suitable for CMOS realization.

Fig. 5.2 Possible designs for a full adder in terms of half-adders, logic gates, and CMOS
transmission gates.

might begin at cp and/or terminate at c;. However, given that the delay from carry-in to carry-
out is more important than from x to carry-out or from carry-in to s, full-adder designs often
minimize the delay from carry-in to carry-out, making the path shown in Fig. 5.5 the one with
the largest delay. We can thus write the following expression for the latency of a k-bit ripple-
carry adder:

Tripple—add = Tea (X, ¥ = Cou) + (k — 2) X Tra(Cin — Cout) + Tra(Cin — 8)

where Ty (input — output) represents the latency of a full adder on the path between its specified
input and output. As an approximation to the foregoing, we can say that the latency of a ripple-
carry adder is kTga.

We see that the latency grows linearly with k, making the ripple-carry design undesirable
for large k or for high-performance arithmetic units. Note that the latency of a bit-serial adder
is also O(k), although the constant of proportionality is larger here because of the latching and
clocking overheads.

Full and half-adders, as well as multibit binary adders, are powerful building blocks that can
also be used in realizing nonarithmetic functions if the need arises. For example, a 4-bit binary
adder with c;,, two 4-bit operand inputs, oy, and a 4-bit sum output can be used to synthesize
the four-variable logic function w + xyz and its complement, as depicted and justified in Fig.
5.6. The logic expressions written next to the arrows in Fig. 5.6 represent the carries between
various stages. Note, however, that the 4-bit adder need not be implemented as a ripple-carry
adder for the results at the outputs to be valid.
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Shift ——p»
X
y
:Ix;
Clock Vi DX
Cj
FA <—|
sj Shift ——4»
> s
(a) Bit-serial adder.
Y3 X3 Y2 X2 y1 X1 Yo Xo
c c
21 Fa P2 FA (2 Fa Y FA |2
Cout in
Sq4 S3 So 51 So

(b) Four-bit ripple-carry adder.

Fig. 5.3 Using full adders in building bit-serial and ripple-carry adders.

5.2 CONDITIONS AND EXCEPTIONS

When a k-bit adder is used in an ALU, it is customary to provide the k-bit sum along with

information about the following outcomes, which are associated with flag bits within a condi-
tion/exception register:

Xq Yo Xo
] ] ]
mam H LIS | ; [ = = — % I -zDD
= — —— - 7 Inverters _Vgg
C, (o] c C C;
o—m- l—3. ‘~2| ._1 4-I—two1 ._m 150}\‘
— I T — rr;uox-ls .m
B g B A
S3 s sib S8
7601 >I
Fig. 54

Layout of a 4-bit ripple-carry adder in CMOS implementation [Puck94].
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Fig. 5.5 Critical path in a k-bit

Vi1 Xiq4 Vieo Xp_ X X,
kA Tt T he2 k=2 AR Yo ripple-carry adder.
Ck—1 l
Ck Ck2 C2 Cq c

FA LLEA .. -—i FA C'O
I Cout in
Sk Sk-1 Sk-2 5 So

Cout Indicating that a carry-out of 1 is produced

Overflow Indicating that the output is not the correct sum
Negative Indicating that the addition result is negative
Zero Indicating that the addition result is zero

When we are adding unsigned numbers, ¢, and “overflow” are one and the same, and the
“sign” condition is obviously irrelevant. For 2’s-complement addition, overflow occurs when
two numbers of like sign are added and a result of the opposite sign is produced.
Thus:

Overflowors_compl = Xk—1Yk—15k—1 + Xk—1Vg—1 k-1

It is fairly easy to show that overflow in 2’s-complement addition can be detected from the
leftmost two carries as follows:

Overflowyrs_compl = Ck ® Ck—1 = CkCr—1 + CkCh—1|

In 2’s-complement addition, coy has no significance. However, since a single adder is fre-
quently used to add both unsigned and 2’s-complement numbers, coy is useful as well. Fig-
ure 5.7 shows a ripple-carry implementation of an unsigned or 2’s-complement adder with
auxiliary outputs for conditions and exceptions. Because of the large number of inputs into
the NOR gate that tests for zero, it must be implemented as an OR tree followed by an
inverter.

Bit3 Bit2 Bit1 Bit0O Fig. 5.6 Four-bit binary adder used to
0 1 w 1 zZ 0y x realize the logic function f = w + xyz and
L1 1 1 | I | its complement.
= e e e [
W+ Xyz w4 xyz Xxyz Xy 0

! | I I

W+ Xyz
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— ¢
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Fig. 5.7 Two’s-complement adder with provisions for detecting conditions and exceptions.

5.3 ANALYSIS OF CARRY PROPAGATION

Various ways of dealing with the carry problem were enumerated in Section 3.1. Some of the
methods already discussed include limiting the propagation of carries (hybrid signed-digit, RNS)
or eliminating carry propagation altogether (GSD). The latter approach, when used for adding a
set of numbers in carry-save form, can be viewed as a way of amortizing the propagation delay
of the final conversion step over many additions, thus making the per-add contribution of the
carry propagation delay quite small. What remains to be discussed, in this and the following
chapter, is how one can speed up a single addition operation involving conventional (binary)
operands.

We begin by analyzing how and to what extent carries propagate in adding two binary
numbers. Consider the example addition of 16-bit binary numbers depicted in Fig. 5.8, where
the carry chains of length 2, 3, 6, and 4 are shown. The length of a carry chain is the number of
digit positions from where the carry is generated up to and including where it is finally absorbed
or annihilated. A carry chain of length O thus means “no carry production,” and a chain of length
1 means that the carry is absorbed in the next position. We are interested in the length of the
longest propagation chain (6 in Fig. 5.8), which dictates the adder’s latency.

Given binary numbers with random bit values, for each position i we have:

Bitno. 15141312 11109 8 7 6 54 3 2 1 0
10 11 60110 0110 1110
Cout 0 1 0 1 1001t 1100 0011 Cn
A A / \ A /
4 6 3 2

Carry chains and their lengths

Fig. 5.8 Example addition and its carry-propagation chains.
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Probability of carry generation = 1/4
Probability of carry annihilation = 1/4
Probability of carry propagation = 1/2

The probability that a carry generated at position i will propagate up to and including position
j — 1 and stop at position j(j > i)is 27U~17) x 1/2 = 27U~ The expected length of the
carry chain that starts at bit position i is, therefore, given by

k—1 k—1—i
DG k-2 % = YT k- 27T

j=i+l =1
=2 _ (k —i + 1) 2-(k—l—i) + (k _ l-)—(kv1~i) =2 2—(/(—1‘*])

where the simplification is based on the identity 3"7_, /27! = 2 — (p +2)2"”. In the preceding
derivation, the term (k — i) 2~%*~1-% {5 added to the summation because carry definitely stops
at position k; so we do not multiply the term 2~*~1-9 by 1/2, as was done for the terms within
the summation.

The preceding result indicates that for i << k, the expected length of the carry chain that
starts at position i is approximately 2. Note that the formula checks out for the extreme case of
i =k — 1, since in this case, the exact carry chain length, and thus its expected value, is 1. We
conclude that carry chains are usually quite short.

On the average, the longest carry chain in adding k-bit numbers is of length log, k. This
was first observed and proved by Burks, Goldstine, and von Neumann in their classic report
defining the structure of a stored-program computer [Burk46]. An interesting analysis based on
Kolmogorov complexity theory has been offered in [Beig98]. The latter paper also cites past
attempts at providing alternate or more complete proofs of the proposition.

Here is one way to prove the logarithmic average length of the worst-case carry chain. Let
ni(h) be the probability that the longest carry chain in a k-bit addition is of length 4 or more.
Clearly, the probability of the longest carry chain being of length exactly 4 is ng (h) — nr (h + 1).
We can use a recursive formulation to find 7; (k). The longest carry chain can be of length 4 or
more in two mutually exclusive ways:

a. The least significant £ — 1 bits have a carry chain of length A or more.
b. The least significant k — 1 bits do not have such a carry chain, but the most significant 4
bits, including the last bit, have a chain of the exact length A.

Thus, we have

me(h) < mg—y(h) +27¢FD

where 2~®+1) is the product of 1/4 (representing the probability of carry generation) and 2~

(probability that carry propagates across 2 — 2 intermediate positions and stops in the last one).
The inequality occurs because the second term is not multiplied by a probability as discussed
above. Hence, assuming #; () = 0 fori < h:

k
me(h) = [ni(h) — mia ()] < (k —h+ 1) 270D <27 (g
i=h

To complete our derivation of the expected length A of the longest carry chain, we note that:
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k
o= hlm(h) —ne(h + 1]
h=1

= [ (D) = ne@)] + 20 2) — 3] + - - - + ki (k) — 0]
k

=Y mh)
h=1

We next break the final summation above into two parts: the first y = [log, k] — 1 terms and the
remaining k — y terms. Using the upper bound 1 for the first part and 2~#+Dk for the second
part, we get:

k k

Y
A=Y m) <Y 14 Y 27 <y gm0y
h=1 h=1 h=y+1

Now lete = log, k — |logy k] or y = log, k — 1 — &, where 0 < ¢ < 1. Then, substituting the
latter expression for y in the preceding inequality and noting that 21°22F = k and 2¢ < 1 + ¢,
we get:

A<logyk—1—-6e+4+2° <log,k

This concludes our derivation of the result that the expected length of the worst-case carry chain
in a k-bit addition with random operands is upper-bounded by log, k. Experimental results verify
the log, k approximation to the length of the worst-case carry chain and suggest that log,(1.25k)
is a better estimate [Hend61].

5.4 CARRY COMPLETION DETECTION

Aripple-carry adder is the simplest and slowest adder design. For k-bit operands, both the worst-
case delay and the implementation cost of a ripple-carry adder are linear in k. However, based
on the analysis in Section 5.3, the worst-case carry-propagation chain of length k almost never
materializes.

A carry completion detection adder takes advantage of the log, k average length of the
longest carry chain to add two k-bit binary numbers in O(log k) time on the average. It is
essentially a ripple-carry adder in which a carry of 0 is also explicitly represented and allowed
to propagate between stages. The carry into stage i is represented by the two-rail code:

(bi, ci) = (0,0) Carry not yet known
(0,1) Carry known to be 1
(1,0) Carry known to be 0

Thus, just as two 1s in the operands generate a carry of 1 that propagates to the left, two Os
would produce a carry of 0. Initially, all carries are (0, 0) or unknown. After initialization, a bit
position with x; = y; makes the no-carry/carry determination and injects the appropriate carry
(bi41, ¢i+1) = (x; + yi, x;y;) into the carry propagation chain of Fig. 5.9 via the OR gates. The
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Xi Vi = Xi+Yi
bk b bi ... Do=cn
X; ¥j
Xit Y
Sk =Cout Co = Cin
Ci
bi=1: No carry
cj=1: Carry

am( [: } From other bit positions

Fig. 5.9 The carry network of an adder with two-rail carries and carry completion detection logic.

carry (Cin, Cin) is injected at the right end. When every carry has assumed one of the values (0,
1) or (1, 0), carry propagation is complete. The local “done” signals d; = b; + c; are combined
by a global AND function into alldone, which indicates the end of carry propagation.

In designing carry completion adders, care must be taken to avoid hazards that might lead
to a spurious alldone signal. Initialization of all carries to 0 through clearing of input bits and
simultaneous application of all input data is one way of ensuring hazard-free operation.

Excluding the initialization and carry completion detection times, which must be considered
and are the same in all cases, the latency of a k-bit carry completion adder ranges from 1 gate
delay in the best case (no carry propagation at all: i.e., when adding a number to itself) to 2k + 1
gate delays in the worst case (full carry propagation from ci, to cour), With the average latency
being about 2log, k + 1 gate delays. Note that once the final carries have arrived in all bit
positions, the derivation of the sum bits is overlapped with completion detection and is thus not
accounted for in the preceding latencies.

Because the latency of the carry completion adder is data dependent, the design of Fig. 5.9
is suitable for use in asynchronous systems. Most modern computers, however, use synchronous
logic and thus cannot take full advantage of the high average speed of a carry completion adder.

5.5 ADDITION OF A CONSTANT: COUNTERS

When one input of the addition operation is a constant number, the design can be simplified
or optimized compared to that of a general two-operand adder. With binary arithmetic, we can
assume that the constant y to be added to x is odd, since in the addition s = X + Yeven =
X + (Yodd X 2"), one can ignore the A rightmost bits in x and add yodd to the remaining bits.
The special case of y = 1 corresponds to standard counters, while y = =1 yields an up/down
counter.

Let the constant to be added to x = (Xg—; - - X2X1X0)two D€ ¥ = (Vk—1 -+ Y2¥1 Diwo. The
least significant bit of the sum is X. The remaining bits of s can be determined by a (k — 1)-bit
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Fig. 5.10  An up (down) counter built of a register, an incrementer (decrementer), and a
multiplexer.

ripple-carry adder, with ¢;, = xg, each of its cells being a half-adder (y; = 0) or a modified
half-adder (y; = 1). The fast adder designs to be covered later can similarly be optimized to
take advantage of the known bits of y.

When y = 1(—1), the resulting circuit is known as an incrementer (decrementer) and is
used in the design of up (down) counters. Figure 5.10 depicts an up counter, with parallel load
capability, built of a register, an incrementer, and a multiplexer. The design shown in Fig. 5.10
can be easily converted to an up/down counter by using an incrementer/decrementer and an extra
control signal. Supplying the details is left as an exercise.

Many designs for fast counters are available [Ober81]. Conventional synchronous designs
are based on full carry propagation in each increment/decrement cycle, thus limiting the counter’s
operating speed. In some cases, special features of the storage elements used can lead to
simplifications. Figure 5.11 depicts an asynchronous counter built of cascaded negative-edge-
triggered T (toggle) flip-flops. Each input pulse toggles the flip-flop at the least significant
position, each 1-to-0 transition of the LSB flip-flop toggles the next flip-flop, and so on. The
next input pulse can be accepted before the carry has propagated all the way to the left.

Certain applications require high-speed counting, with the count potentially becoming quite
large. In such cases, a high-speed incrementer must be utilized. Methods used in the design of
fast adders (Chapters 6 and 7) can all be adapted for building fast incrementers. When even
the highest-speed incrementer cannot keep up with the input rate or when cost considerations
preclude the use of an ultrafast incrementer, the frequency of the input can be reduced by
applying it to a prescaler. The lower-frequency output of the prescaler can then be counted with
less stringent speed requirements. In the latter case, the resulting count will be approximate.

Count output
L4 N N
¢ I l | ' | Increment
Q3 T 02 T| Q1 T QO T ‘—
53 62 a1 (_30

Fig. 5.11 Four-bit asynchronous up counter built only of negative-edge-triggered T flip-flops.
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Fig. 5.12 Fast three-stage up counter.

Obviously, the count value can be represented in redundant format, allowing carry-free
increment or decrement in constant time [Parh87]. However, with a redundant format, reading
out the stored count involves some delay to allow for conversion of the internal representation
to standard binary. Alternatively, one can design the counter as a cascade that begins with a very
short, and thus fast, counter and continues with increasingly longer counters [Vuil91]. The longer
counters on the left are incremented only occasionally and thus need not be very fast (their incre-
mented counts can be precomputed by a slow incrementer and then simply loaded into the register
when required). Figure 5.12 shows this principle applied to the design of a three-stage counter.

5.6 MANCHESTER CARRY CHAINS AND ADDERS

In the next three chapters, we will examine methods for speeding up the addition process for
two operands (Chapters 6 and 7) and for multiple operands (Chapter 8). For two operands, the
key to fast addition is a low-latency carry network, since once the carry into position i is known,
the sum digit can be determined from the operand digits x; and y; and the incoming carry ¢; in
constant time through modular addtition:

s; = (x; +yi +¢;) mod r

In the special case of radix 2, the relation above reduces to:

Si=x; Dy D¢

So, the primary problem in the design of two-operand adders is the computation of the k carries
c¢iy1 based on the 2k operand digits x; and y;,0 <i < k.

From the point of view of carry propagation and the design of a carry network, the actual
operand digits are not important. What matters is whether in a given position a carry is generated,
propagated, or annihilated (absorbed). In the case of binary addition, the generate, propagate,
and annihilate (absorb) signals are characterized by the following logic equations:

8 = XiYi
pi =x @

ai =X;y; =X+ Y

=
=

i
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It is also helpful to define a transfer signal corresponding to the event that the carry-out will be
1, given that the carry-in is 1:

=g +pi=a =x+y

More generally, for radix r, we have:

g =liff x; +y >r
pi =liffx;+yi=r—-1
a =1iffx;+y;, <r—1

Thus, assuming that the signals above are produced and made available, the rest of the carry
network design can be based on them and becomes completely independent of the operands or
even the number representation radix.

Using the preceding signals, the carry recurrence can be written as follows:

Citl =& +cipi

The carry recurrence essentially states that a carry will enter stage i + 1 if it is generated in stage
i or it enters stage i and is propagated by that stage. Since

Civl =8 +cipi=gi+cig +cip;
=gi+ci(g +pi) =g +cit;

the carry recurrence can be written in terms of # instead of p;. This latter version of the carry
recurrence leads to slightly faster adders because in binary addition, #; is easier to produce than
pi (OR instead of XOR).

In what follows, we always deal with the carry recurrence in its original form ¢;; =
8 =+ ¢i pi, since it is more intuitive, but we keep in mind that in most cases, pi can be replaced
by ¢; if desired.

The carry recurrence forms the basis of a simple carry network known as Manchester carry
chain. A Manchester adder is one that uses a Manchester carry chain as its carry network. Each
stage of a Manchester carry chain can be viewed as consisting of three switches controlled by
the signals p;, g;, and ;, so that the switch closes (conducts electricity) when the corresponding
control signal is 1. As shown in Fig. 5.13a, the carry-out signal ¢; 1 is connected to O if ¢; = 1,
tolifg; = 1,andto¢; if p; = 1, thus assuming the correct logical value ¢; 1, = g; + ¢; p;.
Note that one, and only one, of the signals p;, g, and g; is 1.

Figure 5.13b shows how a Manchester carry chain might be implemented in CMOS. When
the clock is low, the ¢ nodes precharge. Then, when the clock goes high, if g; is high, ¢;4; is
asserted or drawn low. To prevent g; from affecting c;, the signal p; must be computed as the
XOR (rather than OR) of x; and y;. This is not a problem because we need the XOR of x; and
i for computing the sum anyway.

For a k-bit Manchester carry chain, the total delay consists of three components:

1. The time to form the switch control signals.
2. The setup time for the switches.
3. Signal propagation delay through & switches in the worst case.
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(a) Conceptual representation. (b) Possible CMOS realization.

Fig. 5.13 One stage in a Manchester carry chain.

The first two components of delay are small, constant terms. The delay is thus dominated by
the third component, which is at best linear in k. For modern CMOS technology, the delay is
roughly proportional to k2 (as k pass transistors are connected in series), making the method
undesirable for direct realization of fast adders. However, when the delay is in fact linear in &,
speed is gained over gate-based ripple-carry adders because we have one switch delay rather
than two gate delays per stage. The linear or superlinear delay of a Manchester carry chain
limits its usefulness for wide words or in high-performance designs. Its main application is in
implementing short chains (say, up to 8 bits) as building blocks for use with a variety of fast
addition schemes.

51

5.2

53

54

Bit-serial 2’s-complement adder Present the complete design of a bit-serial 2’s-comple-
ment adder for 32-bit numbers. Include in your design the control details and provisions
for overflow detection.

Four-function ALU Extend the design of Fig. 5.2c into a bit-slice for a four-function
ALU that produces any of the following functions of the inputs x and y based on the
values of two control signals: Sum, OR, AND, XOR. Hint: What happens if ¢y, is forced
toOor 1?

Subtractive adder for 1’s-complement numbers Show that the alternate representation
of 0in 1’s complement, which is obtained only when x and —x are added, can be avoided
by using a “subtractive adder” that always complements y and performs subtraction to
compute x + y.

Digit-serial adders

a. A radix-2¢ digit-serial adder can be faster than a bit-serial adder. Show the detailed
design of a radix-16 digit-serial adder for 32-bit unsigned numbers and compare it
with respect to latency and cost to bit-serial and ripple-carry binary adders.

b. Design a digit-serial BCD (binary-coded decimal) adder to add decimal numbers
whose digits are encoded as 4-bit binary numbers.
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5.5

5.6

5.7

5.8

c.  Combine the designs of parts a and b into an adder than can act as radix-16 or BCD
adder according to the value of a control signal.

Binary adders as versatile building blocks A 4-bit binary adder can be used to
implement many logic functions besides its intended function. An example appears in
Fig. 5.6. Show how a 4-bit binary adder can be used to realize the following:

A 3-bit adder, with carry-in and carry-out.

Two independent single-bit full adders.

A single-bit full adder and a 2-bit binary adder operating independently.

A 4-bit odd parity generator (4-bit XOR).

g o T

e. A 4-bit even or odd parity generator under the control of an even/odd signal.

f.  Two independent 3-bit odd parity generators.

g- A five-input AND circuit.

h. A five-input OR circuit.

i. A circuit to realize the four-variable logic function wx + yz.

J- A circuit to realize the four-variable logic function wxy + wxz + wyz + xyz.
k. A multiply-by-15 circuit for a 2-bit number x, xq, resulting in a 6-bit product.

l. A circuit to compute x + 4y + 8z, where x, y, and z are 3-bit unsigned numbers.
m. A five-input “parallel counter” producing the sum s,s,s¢ of five 1-bit numbers.

Binary adders as versatile building blocks Show how an 8-bit binary adder can be
used to realize the following:

Three independent 2-bit binary adders, each with carry-in and carry-out.

A circuit to realize the six-variable logic function uv + wx + yz.

A circuit to compute 2w + x and 2y + z, where w, x, y, z are 3-bit numbers.

A multiply-by-83 circuit for a number x3x,x1x, resulting in an 11-bit product.

A circuit to compute the 5-bit sum of three 3-bit unsigned numbers.

me a0 T

A seven-input “parallel counter” producing the sum s,5,50 of seven 1-bit numbers.

Decimal addition Many microprocessors provide an 8-bit unsigned “add with carry”
instruction that is defined as unsigned addition using the “carry flag” as ¢;, and pro-
ducing two carries: carry-out or cs, stored in the carry flag, and “middle carry” or cy,
stored in a special flag bit for subsequent use (e.g., as branch condition). Show how
the “add with carry” instruction can be used to construct a routine for adding unsigned
decimal numbers that are stored in memory with two BCD (binary-coded decimal) digits
per byte.

Two’s-complement adder

a. Prove that in adding k-bit 2’s-complement numbers, overflow occurs if and only if
Ch—1 F Ck.

b. Show that in a 2’s-complement adder that does not provide coy, we can produce it
externally using cou = Xx—1 ¥i—1 + Se—1 (i1 + Ye1)-
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Carry completion adder The computation of a k-input logic function requires O(log k)
time if gates with constant fan-in are used. Thus, the AND gate in Fig. 5.9 that generates
the alldone signal is really a tree of smaller AND gates that implies O(log k) delay.
Wouldn’t this imply that the addition time of the carry completion adder is O(log? k)
rather than O(log k)?

Carry completion adder

a. Design the sum logic for the carry completion adder of Fig. 5.9.

b. Design a carry completion adder using full and half-adders plus inverters as the only
building blocks (besides the completion detection logic).

¢. Repeatpart a if the sum bits are to be obtained with two-rail (z, p) encoding whereby
0 and 1 are represented by (1, 0) and (0, 1), respectively. In this way, the sum bits are
independently produced as soon as possible, allowing them to be processed by other
circuits in an asynchronous fashion.

Balanced ternary adder Consider the balanced ternary number system with » = 3 and
digit set [—1, 1]. Addition of such numbers involves carries in {—1, 0, 1}. Assuming that
both the digit set and carries are represented using the (, p) encoding of Fig. 3.7:

a. Design a ripple-carry adder cell for balanced ternary numbers.

b. Convert the adder cell of part a to an adder/subtractor with a control input.

¢. Design and analyze a carry completion sensing adder for balanced ternary numbers.

Synchronous binary counter Design a synchronous counterpart for the asynchronous
counter shown in Fig. 5.11.

Negabinary up/down counter Design an up/down counter based on the negabinary
(radix —2) number representation in the count register. Hint: Consider the negabinary
representation as a radix-4 number system with the digit set [-2, 1].

Design of fast counters Design the two control circuits in Fig. 5.12 and determine
optimal lengths for the three counter segments, as well as the overall counting latency
(clock period), in each of the following cases. Assume the use of ripple-carry incrementers.

a. An overall counter length of 48 bits.
b. An overall counter length of 80 bits.

Fast up/down counters Extend the fast counter design of Fig. 5.12 to an up/down counter.
Hint: Incorporate the sign logic in “Control 1,” use a fast 0 detection mechanism, and
save the old value when incrementing a counter stage.

Manchester carry chains Study the effects of inserting a pair of inverters after every
g stages in a CMOS Manchester carry chain (Fig. 5.13b). In particular, discuss whether
the carry propagation time can be made linear in k by suitable placement of the inverter
pairs.

Analysis of carry propagation In deriving the average length of the worst-case carry
propagation chain, we made substitutions and simplifications that led to the upper bound
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Chapter
6 |CARRY-LOOKAHEAD

ADDERS

Adder designs considered in Chapter 5 have worst-case delays that grow at
least linearly with the word width k. Since the most significant bit of the sum
is a function of all the 2k input bits, given that the gate fan-in is limited to
d, a lower bound on addition latency is logs(2k). An interesting question,
therefore, is whether one can add two k-bit binary numbers in O(log k)
worst-case time. Carry-lookahead adders, covered in this chapter, represent
a commonly used scheme for logarithmic time addition. Other schemes are
introduced in Chapter 7.

6.1 Unrolling the Carry Recurrence

6.2 Carry-Lookahead Adder Design

6.3 Ling Adder and Related Designs

6.4 Carry Determination as Prefix Computation
6.5 Alternative Parallel Prefix Networks

6.6 VLS| Implementation Aspects

6.1 UNROLLING THE CARRY RECURRENCE

Recall the g; (generate), p; (propagate), a; (annihilate or absorb), and # (transfer) auxiliary
signals introduced in Section 5.6:

gi=1liffxi+yi >r Carry is generated
pi = 1iffx; +y; =r — 1 Carry is propagated
L, =a; =g + pi Carry is not annihilated

These signals, along with the carry recurrence

Ciyl = & + pi¢i = g T LG

allow us to decouple the problem of designing a fast carry network from details of the number
system (radix, digit set). In fact it does not even matter whether we are adding or subtracting;

91
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any carry network can be used as a borrow network if we simply redefine the preceding signals
to correspond to borrow generation, borrow propagation, and so on.

The carry recurrence c;; = g; + pic; states that a carry will enter stage i + 1 if it is
generated in stage i or it enters stage i and is propagated by that stage. One can easily unroll this
recurrence, eventually obtaining each carry ¢; as a logical function of the operand bits and ¢j,.
Here are three steps of the unrolling process for c;:

Ci = gi—1+Ci—1pi-1
=8i-1+ @i~2+ci2pi-2)pi-1 = gi—1 + gi—2pi 1 + Ci_api_apii
=8i-1+8i-2Pi-1 + gi-3pi-2pi—t + ¢i_3Pi—3Pi_2Pi
= 8i-1+ 8i—2Pi-1 + &i-3Pi-2Pi—i + gi—aPi—3Pi—2Di—1 + Ci_aPi_aPi—3Pi2Pi1

The unrolling can be continued until the last product term contains ¢y = ¢j,. The unrolled version
of the carry recurrence has the following simple interpretation: carry enters into position i if and
only if a carry is generated in position i — 1(gi-1), or a carry generated in position i — 2 is
propagated by position i — 1(g;_,p;_1), or a carry generated in position i — 3 is propagated at
i—2andi— 1(gi_3p;_ap;i 1), etc.

After full unrolling, we can compute all the carries in a k-bit adder directly from the auxiliary
signals (g;, p;) and ¢j,, using two-level AND-OR logic circuits with maximum gate fan-in of
k+ 1. Fork =4, the logic expressions are as follows:

C4 =g+ &p3+gip2p3+ gopP1P2p3 + Copopi P2p3
€3 =%+ g1p2+gop1p2 + copopi p2

€2 = g1+ &op1 + copopr

€1 =go+copo

Here, ¢y and ¢4 are the 4-bit adder’s Cin and coy, respectively. A carry network based on the
preceding equations can be used in conjunction with 2-input ANDs, producing the g; signals,
and 2-input XORs, producing the p; and sum bits, to build a 4-bit binary adder. Such an adder
is said to have fiull carry lookahead.

Note that since ¢4 does not affect the computation of the sum bits, it can be derived based
on the simpler equation

Cs =83+ c3p3

with little or no speed penalty. The resulting carry network is depicted in Fig. 6.1.

Clearly, full carry lookahead is impractical for wide words. The fully unrolled carry equation
for c31, for example, consists of 32 product terms, the largest of which contains 32 literals. Thus,
the required AND and OR functions must be realized by tree networks, leading to increased
latency and cost. Two schemes for managing this complexity immediately suggest themselves:

high-radix addition (i.e., radix 2%)
multilevel lookahead

High-radix addition increases the latency for generating the auxiliary signals and sum digits
but simplifies the carry network. Depending on the implementation method and technology, an
optimal radix might exist. Multilevel lookahead is the technique used in practice and is covered
in Section 6.2.
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Fig. 6.1 Four-bit carry network with full
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6.2 CARRY-LOOKAHEAD ADDER DESIGN

Consider radix-16 addition of two binary numbers that are characterized by their g; and p;
signals. For each radix-16 digit position, extending from bit position i to bit position i + 3 of
the original binary numbers (where i is a multiple of 4), “block generate” and “block propagate”
signals can be derived as follows:

8lii+3] = &i+3 + &i+2Pi+3 + 8i+1Di+2Pi+3 + &i Pi+1Pi+2Di+3
Pli,i+31 = PiPi+1Di+2Di+3

The preceding equations can be interpreted in the same way as unrolled carry equations:
the four bit positions collectively propagate an incoming carry ¢; if and only if each of the four
positions propagates; they collectively generate a carry if a carry is produced in position i + 3,
or it is produced in position i 4 2 and propagated by position i + 3, etc.

If we replace the ¢4 portion of the carry network of Fig. 6.1 with circuits that produce the
block generate and propagate signals g[; ;13 and Pli,i+3]> the 4-bit lookahead carry generator of
Fig. 6.2 is obtained. Figure 6.3 shows the 4-bit lookahead carry generator in schematic form. We
will see shortly that such a block can be used in a multilevel structure to build a carry network
of any desired width.

First, however, let us take a somewhat more general view of the block generate and propagate
signals. Assuming iy < i; < ip, we can write:
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8lio.iz—11 = &lir,ia—11 t 8lig.ii~11Plir,i—1]

This equation essentially says that a carry is generated by the block of positions from ig to iy — 1
if and only if a carry is generated by the [iy, i — 1] block or a carry generated by the [ig, i} — 1]
block is propagated by the [i1, i» — 1] block. Similarly:

Dlip.ia—11 = Plig.iy=11Pli1 ir—1]

In fact the two blocks being merged into a larger block do not have to be contiguous; they can
also be overlapping. In other words, for the possibly overlapping blocks [i1, j]and [iy, jol, ip <
i1 —1<jo<ji, wehave:

8lio.j1] = 8liv,j1] T 8lio, jol Plir, ji

Plio, 1) = Plio, jol Pli, j1]

Figure 6.4 shows that a 4-bit lookahead carry generator can be used to combine the g
and p signals from adjacent or overlapping blocks into the p and g signals for the combined
block.

Fig. 6.2 Four-bit lookahead carry generator.
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Fig. 6.3 Schematic diagram of a 4-bit lookahead
carry generator.

Ci+3 (-;"‘"2 ci+1
gi+3pi+ gi+2p:‘ gi+1 pi+1 gl p!'
ULt [l

4-bit lookahead carry generator [ «——

vy

iwa Prig

Given the 4-bit lookahead carry generator of Fig. 6.3, it is an easy matter to synthesize
wider adders based on a multilevel carry-lookahead scheme. For example, to construct a two-
level 16-bit carry-lookahead adder, we need four 4-bit adders and a 4-bit lookahead carry
generator, connected together as shown on the upper right quadrant of Fig. 6.5. The 4-bit
lookahead carry generator in this case can be viewed as predicting the three intermediate
carries in a 4-digit radix-16 addition. The latency through this 16-bit adder consists of the
time required for:

Producing the g and p for individual bit positions (1 gate level).
Producing the g and p signals for 4-bit blocks (2 gate levels).

Predicting the carry-in signals c4, cg, and ¢y for the blocks (2 gate levels).
Predicting the internal carries within each 4-bit block (2 gate levels).

Computing the sum bits (2 gate levels).

ig i
j1 i1
j2 iof
i3 7
Cj,+1 Gi+1 | [Cip*
alp glp glp glp
v | v
1
4-Bit lookahead carry generator <+

Fig. 6.4 Combining of g and p signals of four (contiguous or overlapping) blocks of arbitrary
widths into the g and p signals for the overall block [ig, j3].
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Thus the total latency for the 16-bit adder is 9 gate levels, which is much better than the 32 gate
levels required by a 16-bit ripple-carry adder.

Similarly, to construct a three-level 64-bit carry-lookahead adder, we can use four of the
16-bit adders above plus one 4-bit lookahead carry generator, connected together as shown in
Fig. 6.5. The delay will increase by four gate levels with each additional level of lookahead:
two levels in the downward movement of the g and p signals, and two levels for the upward
propagation of carries through the extra level. Thus, the delay of a k-bit carry-lookahead adder
based on 4-bit lookahead blocks is:

Tiookahead—add = 4 log, k + 1 gate levels

Hence, the 64-bit carry-lookahead adder of Fig. 6.5 has a latency of 13 gate levels.

One can of course use 6-bit or 8-bit lookahead blocks to reduce the number of lookahead
levels for a given word width. But this may not be worthwhile in view of the longer delays
introduced by gates with higher fan-in. When the word width is not a power of 4, some of the
inputs and/or outputs of the lookahead carry generators remain unused, and the latency formula
becomes 4[log, k1 + 1.

One final point about the design depicted in Fig. 6.5: this 64-bit adder does not produce
a carry-out signal (ce4), which would be needed in many applications. There are two ways to
remedy this problem in carry-lookahead adders. One is to generate cy externally based on
auxiliary signals or the operand and sum bits in position k — 1:

Cout = £[0,k~1] + COP[0k—1] = Xk—1Yk—1 + Sk—1(Xr—1 + Yr_1)

Another is to design the adder to be 1 bit wider than needed (e.g., 61 bits instead of 60), using
the additional sum bit as coy;.

C12 Cs C4 CO
c Cap cie| 49012,15] 1918,11] L9I[4.7] g
P < < %[12,115] P11 WP §P

1

[0.3]

[0.3]

4-bit lookahead carry generator ‘-J

16-Bit
9148,63] 9[32,47] 916,31 A 9(0,15] carry-lookahead
Pag,63] Pi32,47] Pl16,31] *p[0,15] adder
4-Bit lookahead carry generator <4

9[0,63]
P[0,63]

Fig. 6.5 Building a 64-bit carry-lookahead adder from 16 4-bit adders and 5 lookahead carry
generators.
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6.3 LING ADDER AND RELATED DESIGNS

The Ling adder is a type of carry-lookahead adder that achieves significant hardware savings.
Consider the carry recurrence and its unrolling by four steps:

Ci =gi—1+Cic1Pi-1 = &i—1 + Ci—1ti1
= gi—1 + &i—2ti—1 + Gi-ati—ati—1 + Zi—ati—3ti-2ti—1 + Ci—ali—-ati 3l 21
Ling’s modification consists of propagating h; = ¢; + ¢;—1 instead of ¢;. To understand the
following derivations, we note that g;_; implies ¢;(c; = 1 if g;—; = 1), which in turn
implies #;.
Ci—1Pi—1 = Ci—1Pi—1 + &i—1Pi-1 {zero} + pi—1ci—1 pi— {repeated term}
= ¢i—1pi-1 + (gi—1 + pi—1€i—1) Pi—y
= (ci—1 +¢i)pi-1 = hipi—
¢i = gi—1 +Ci—1Di-1
= h;g;—1{since g;_; implies h,~}\+ h; pi— {from above}
= hi(gi—1 + pi—1) = hi i
hi =c¢i+ci1 = (gi-1 tcim1pi-1) + ¢im
= gi—1 + Ci—1 = gi—1 + hi_1t;_> {from above}

Unrolling the preceding recurrence for #4;, we get:

hi =g +tiahioy =g+ 2082+ hi—a ti-3)
=gi-1+8-2+hi2tipti_z{since f;_» gi—» = gi—2}
=8-1+t8&2+8&-3ti3tiathi3ticatiztia
=g 1+g-2+tg3tia+g8i-atiatiathiatiatiztiop

We see that expressing h; in terms of h;_4 needs five product terms, with a maximum
four-input AND gate, and a total of 14 gate inputs. By contrast, expressing c; as

Ci = gi—1+ gi—2ti—1 + gi—3tioti1 + &iati—3ti2li—1 + Ci—ati—ali—3li—2ti—1

requires five terms, with a maximum five-input AND gate, and a total of 19 gate inputs. The
advantage of h; over ¢; is even greater if we can use wired-OR (3 gates with 9 inputs vs. 4 gates
with 14 inputs). Once #; is known, however, the sum is obtained by a slightly more complex
expression compared to s; = p; D ¢;:

si =pi D
= p; ® h;t;_; [and with straightforward manipulation]

= ®hi)+hgiticg
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This concludes our presentation of Ling’s improved carry-lookahead adder. As indicated, how-
ever, related designs have been developed. For example, Doran [Dora88] suggests that one can
in general propagate 7 instead of ¢ where:

Niv1 = O, ¥, ¢) = ¥ (x, yi)e + o (xi, i)

The residual functions ¥ and ¢ in the preceding Shannon expansion of f around c;
must be symmetric, and there are but eight symmetric functions of the two variables x;
and y;. Doran [Dora88] shows that not all 8 x 8 = 64 possibilities are valid choices for
and ¢, since in some cases the sum cannot be computed based on the 7; values. Dividing
the eight symmetric functions of x; and y; into the two disjoint subsets {0, #, g;, p;} and
{1, t, &, pi}, Doran proves that ¥y and ¢ cannot both belong to the same subset. Thus,
there are only 32 possible adders. Four of these 32 possible adders have the desirable prop-
erties of Ling’s adder, which represents the special case of ¥ (x;, y;) = 1 and ¢(x;, y;) =
8i = XiYi.

6.4 CARRY DETERMINATION AS PREFIX COMPUTATION

Consider two contiguous or overlapping blocks B’ and B” and their associated generate and
propagate signal pairs (g’, p’) and (g”, p"), respectively. As shown in Fig. 6.6, the generate
and propagate signals for the merged block B can be obtained from the equations:

/i

g =8"+4¢p
p =p/p//

That is, carry generation in the larger group takes place if the left group generates a carry or the
right group generates a carry and the left one propagates it, while propagation occurs if both
groups propagate the carry.

We note that in the discussion above, the indices iy, jo, i1, and j; defining the two contiguous
or overlapping blocks are in fact immaterial, and the same expressions can be written for any
two adjacent groups of any length. Let us define the “carry” operator ¢ on (g, p) signal pairs as
follows (right side of Fig. 6.6):

(g! p) —_ (g/’ p/)¢(g//’ p//) means g — g// + g/p//’ p — p/p//

The carry operator ¢ is associative, meaning that the order of evaluation does not affect the value
of the expression (g’, p) ¢ (g”, p”) ¢ (¢, p""), but it is not commutative, since g’ + g’ p” is in
general not equal to g’ + g"p’.

Observe that in an adder with no c;,, we have ¢;+1 = g[o,i; that is, a carry enters position
i + 1 if and only if one is generated by the block [0, i]. In an adder with c;,, a carry-in of 1 can be
viewed as a carry generated by stage —1; we thus set p_1 = 0, g_; = ¢j, and compute g[_; ;)
for all i. So, the problem remains the same, but with an extra stage (k + 1 rather than k). The
problem of carry determination can, therefore, be formulated as follows:

Given
(g0, Po) (g1, p1) oo (8k=2, Pr-2) (8k—1, Px—1)
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g Black B )
'Block B"I
io i

Jq iq

(¢.p) (g.p)

(g P)

-« Block B >

Fig. 6.6 Combining of g and p signals of two (contiguous or overlapping) blocks B’ and B” of
arbitrary widths into the g and p signals for the overall block B.

Find
(gr0.0> P00y (gro,11- Po,11) -+ (gox—-21> Prok-21)  (810,k—11» Pro.k—17)

The desired signal pairs can be obtained by evaluating all the prefixes of
(80, Po) ¢ (81, P1) ¢ -+ ¢ (8k-2, Pr—1) ¢ (8k—1, Px—1)

in parallel. In this way, the carry problem is converted to a parallel prefix computation, and any
prefix computation scheme can be used to find all the carries.

A parallel prefix computation can be defined with any associative operator. In the following,
we use the addition operator with integer operands, in view of its simplicity and familiarity, to
illustrate the methods. The parallel prefix sums problem is defined as follows:

Given: xp xi X2 X3 cee o Xpel
Find: Xo Xo+x1 xo+x1+x2 xo+xi+x2+x3 - xo+xiH4-- 4+ xp—1

Any design for this parallel prefix sums problem can be converted to a carry computation network
by simply replacing each adder cell with the carry operator of Fig. 6.6. There is one difference
worth mentioning, though. Addition is commutative. So if prefix sums are obtained by computing
and combining the partial sums in an arbitrary manner, the resulting design may be unsuitable
for a carry network. However, as long as blocks whose sums we combine are always contiguous,
no problem arises.

Just as one can group numbers in any way to add them, (g, p) signal pairs can be grouped
in any way for combining them into block signals. In fact, (g, p) signals give us an additional
flexibility in that overlapping groups can be combined without affecting the outcome, whereas
in addition, use of overlapping groups would lead to incorrect sums.
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6.5 ALTERNATIVE PARALLEL PREFIX NETWORKS

Now, focusing on the problem of computing prefix sums, we can use several strategies to
synthesize a parallel prefix sum network. Figure 6.7 is based on a divide-and-conquer approach.
The low-order k/2 inputs are processed by the subnetwork at the right to compute the prefix
sums S, §1, - - - , Sg/2—1. Partial prefix sums are computed for the high-order k/2 values (the left
subnetwork) and s> (the leftmost output of the first subnetwork) is added to them to complete
the computation. Such a network is characterized by the following recurrences for its delay (in
terms of adder levels) and cost (number of adder cells):

Delay recurrence: . D(k) = D(k/2) 4+ | =log, k
Cost recurrence:  C(k) =2C(k/2) + k/2 = (k/2) log, k

A second design for computing prefix sums, again based on a divide-and-conquer approach, is
depicted in Fig. 6.8. Here, the inputs are first combined pairwise to obtain the following sequence
of length k/2:

xo + X1 X2 + X3 X4 + X5 Xp—a4 + Xk—3 Xg—2 F Xie—1

Parallel prefix sum computation on this new sequence yields the odd-indexed prefix sums
$1, 83, Ss, - - - for the original sequence. Even-indexed prefix sums are then computed by using
§2j = §2j-1 + X2, The cost and delay recurrences for the design of Fig. 6.8 are:

Delay recurrence: D(k) = D(k/2) +2 =2 log, k — 1
actually we will see later that D(k) =2 log, k — 2

Costrecurrence:  C(k) = C(k/2) +k— 1 =2k —2 —log, k

So, the first design is faster (log, k as opposed to 2 log, k — 2 adder levels) but also much more
expensive [(k/2) log, k as opposed to 2k — 2 — log, k adder cells]. The first design also leads
to large fan-out requirements if implemented directly in hardware. In other words, the output of
one of the adders in the right part must feed the inputs of k/2 adders in the left part.

The design shown in Fig. 6.8 is known as the Brent-Kung parallel prefix graph. The 16-
input instance of this graph is depicted in Fig. 6.9 [Bren82]. Note that even thoughthe graph of

x o x X o x Fig. 6.7 Parallel prefix sums network built of two
ket idz ki2_1 |0 k/2-input networks and k/2 adders.

Prefix sums k/2 Prefix sums k/2

So
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Xjet Xjeo L. X3 Xp Xq X Fig. 6.8 . Parallel prefix sums network built of
one k/2-input network and k — 1 adders.

S S S

Prefix sums k/2

Skg-1Sk2 - - - S3 S5 51 §g

Fig. 6.9 appears to have seven levels, two of the levels near the middle are independent, thus
implying a single level of delay. In general, a k-input Brent-Kung parallel prefix graph will have
adelay of 2log, k — 2 levels and a cost of 2k — 2 — log, k cells.

Figure 6.10 depicts a Kogge-Stone parallel prefix graph that has the same delay as the
design shown in Fig. 6.7 but avoids its fan-out problem by distributing the computations. A k-
input Kogge—Stone parallel prefix graph has a delay of log, k levels and acost of k log, k—k+ 1
cells. The Kogge-Stone parallel prefix graph represents the fastest possible implementation of
a parallel prefix computation if only two-input blocks are allowed. However, its cost can be
prohibitive for large k, in terms of both the number of cells and the dense wiring between them.

X5 Xa%is X2 Xy XoXe K X X X X, Xy X, X, X

Level
1

\

“ b
srﬁfr

N\
N\

515514513 $12511 S10% 5 S % 8% 5 5 S 8

Fig. 6.9 Brent-Kung parallel prefix graph for 16 inputs.
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Xi4

Xig XiaXiz Xip X1 X10% X% X% X% %5 X B % X %

N\
:\\\\\\\v
ARANANY

Si5 514513 512511 510% % 7 % S5 % S % 5 K

Fig. 6.10 Kogge-Stone parallel prefix graph for 16 inputs.

Many other parallel prefix network designs are possible. For example, it has been suggested
that the Brent—Kung and Kogge-Stone approaches be combined to form hybrid designs [Sug!90].
In Fig. 6.11 the middle four of the six levels in the design of Fig. 6.9 (representing an eight-input
parallel prefix computation) have been replaced by the eight-input Kogge—Stone network. The
resulting design has five levels and 32 cells, placing it between the pure Brent-Kung (six levels,
26 cells) and pure Kogge-Stone (four levels, 49 cells) designs.

Xi5 Xia X3 X X1 X0 X X7 X X5 Xg K K X %

& SO fe
¥of

L~
. Kogge—
AN A
11|
1
/

P

L1 Stone

/ v

] QO[] |t

S8 5% S5 5 5 5 8 §

N
N

S15 514513 S12 511 S10

Fig. 6.11 A hybrid Brent-Kung/Kogge-Stone parallel prefix graph for 16 inputs.
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Fig. 6.12 Example 4-bit Manchester carry chain designs in CMOS technology [Lync92].

[60,63] |  [48,63] Manchester
[56,59] |  [48,59] carry chain
[52,55] | MCC |[48,55] T
[48,51] ]

B 48,55 [0.55] ;.
(44,47) | 32,47]  [32,47] [0,47] cag
(40,43 32,43] [16,31]| MCC [10,37]
[36,39] | mcc [132,39] [ [0,15] [~
[32,35] |

— [32,39) [039] ¢,
[28,31] | 16,31] [[ [16,31] 03T ¢y
[24,27 16,27
[20,23] ] mcc [116,231 | 116,231 MCC | [0,23] 024
[16,19 [0,15]

Level 3
[12,15] | [0,15] c16
B,11]_ [10,11]
[4,7]_| mcc [ 10.7] og
[0.3]
o Level 2 co

[i,j] represents the pair of signals p[ij] and g[,. i
[0,/] should really be [-1,/], (since ¢, is taken to be g_4 ).

Fig. 6.13 Spanning-tree carry-lookahead network [Lync92]. The 16 MCCs at level 1 that produce
generate and propagate signals for 4-bit blocks are not shown.
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More generally, if a single Brent-Kung level is used along with a k/2-input Kogge—Stone
design, delay and cost of the hybrid network become log, ¥ + 1 and (kI2)log, k, respectively.
The resulting design is thus close to minimum in terms of delay (only one level more than
Kogge-Stone) but costs roughly half as much.

The theory of parallel prefix graphs is quite rich and well developed. There exist both
theoretical bounds and actual designs with different restrictions on fan-in/fan-out and with
various optimality criteria in terms of cost and delay (see, e.g., Chapters 5-7, pp. 133-211,
of [Laks94]).

In devising their design, Brent and Kung [Bren82] were motivated by the need to reduce
the chip area in VLSI layout of the carry network. Other performance or hardware limitations
may also be considered. The nice thing about formulating the problem of carry determination
as a parallel prefix computation is that theoretical results and a wealth of design strategies
carry over with virtually no effort. Not all such relationships between carry networks and
parallel prefix networks, or the virtually unlimited hybrid combinations, have been explored
in full.

6.6 VLSI IMPLEMENTATION ASPECTS

The carry network of Fig. 6.9 is quite suitable for VLSI implementation, but it might be
deemed too slow for high-performance designs and/or wide words. Many designers have pro-
posed alternate networks that offer reduced latency by using features of particular technologies
and taking advantage of related optimizations. We review one example here that is based
on radix-256 addition of 56-bit numbers as implemented in the Advanced Micro Devices
Am?29050 CMOS microprocessor. The following description is based on a 64-bit version of
the adder.

In radix-256 addition of 64-bit numbers, only the carries cg, Ci6, €24, €32, €40, €48, and
cs¢ need to be computed. First, 4-bit Manchester carry chains (MCCs) of the type shown in
Fig. 6.12a are used to derive g and p signals for 4-bit blocks. These signals, denoted by [0,
31, [4, 71, [8, 11], etc. at the left edge of Fig. 6.13, then form the inputs to one 5-bit and
three 4-bit MCCs that in turn feed two more MCCs in the third level. The MCCs in Fig.
6.13 are of the type shown in Fig. 6.12b; that is, they also produce intermediate g and p
signals. For example, the MCC with inputs [16, 19], [20, 23], [24, 27], and [28, 31] yields
the intermediate outputs [16, 23] and [16, 27], in addition to the signal pair [16, 31] for the
entire group.

6.1 Borrow-lookahead subtractor We know that any carry network producing the carries
¢; based on g; and p; signals can be used, with no modification, as a borrow propagation
circuit to find the borrows b;.

a. Define the borrow-generate y; and borrow-propagate 7; signals in general and for
the special case of binary operands.

b. Present the design of a circuit to compute the difference digit d; from y;, 7;, and the
incoming borrow b;.

6.2 One’s-complement carry-lookahead adder Discuss how the requirement for end-
around carry in 1’s-complement addition affects the design and performance of a carry-
lookahead adder.
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High-radix carry-lookahead adder Consider radix-2" addition of binary numbers and
assume that the total time needed for producing the digit g and p signals, and determining
the sum digits after all carries are known, equals 8k, where § is a constant. Carries are
determined by a multilevel lookahead network using unit-time 2-bit lookahead carry
generators. Derive the optimal radix that minimizes the addition latency as a function of
¢ and discuss.

Unconventional carry-lookahead adder Consider the following method for synthe-
sizing a k-bit adder from four k/4-bit adders and a 4-bit lookahead carry generator. The
k/4-bit adders have no group g or p output. Both the g; and p; inputs of the lookahead carry
generator are connected to the carry-out of the ith k/4-bit adder, 0 < i < 3. Intermediate
carries of the lookahead carry generator and ¢;, are connected to the carry-in inputs of
the k/4-bit adders. Will the suggested circuit add correctly? Find the adder’s latency or
justify your negative answer.

Decimal carry-lookahead adder Consider the design of a 15-digit decimal adder for
unsigned numbers (width = 60 bits).

a. Design the required circuits for carry-generate and carry-propagate assuming binary-
coded decimal digits.

b. Repeat part a with excess-3 encoding for the decimal digits, where digit value a is
represented by the binary encoding of a + 3.

¢.  Complete the design of the decimal adder of part b by proposing a carry-lookahead
circuit and the sum computation circuit.

Carry lookahead with overlapped blocks

a. Write down the indices for the g and p signals on Fig. 6.4.

b. Prove that the combining equations for the g and p signals for two contiguous blocks
also apply to overlapping blocks (see Fig. 6.6).

Latency of a carry-lookahead adder Complete Fig. 6.5 by drawing boxes for the g and
p logic and the sum computation logic. Then draw a critical path on the resulting diagram
and indicate the number of gate levels of delay on each segment of the path.

Ling adder or subtractor

a. Show the complete design of a counterpart to the lookahead carry generator of Fig.
6.2 using Ling’s method.

b. How does the design of a Ling subtractor differ from that of a Ling adder? Present
complete designs for all the parts that are different.

Ling-type adders Based on the discussion at the end of Section 6.3, derive one the other
three Ling-type adders proposed by Doran [Dora88]. Compare the derived adder to a
Ling adder.

Fixed-priority arbiters A fixed-priority arbiter has k request inputs R;_;, - - -, Ry, Ry,
and k grant outputs G;. At each arbitration cycle, at most one of the grant signals is 1
and that corresponds to the highest-priority request signal (i.e., G; = 1 iff R; = 1 and
R; =0for j <i).
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6.11

6.12

6.13

6.14

6.15

6.16

6.17

a. Design a synchronous arbiter using ripple-carry techniques. Hint: Consider cp = 0
along with carry propagate and annihilate rules; there is no carry generation.

b. Design the arbiter using carry-lookahead techniques. Determine the number of looka-
head levels required with 64 inputs and estimate the total arbitration delay.

Carry-lookahead incrementer

a. Design a 16-bit incrementer using the carry-lookahead principle.
b. Repeat part a using Ling’s approach.

¢. Compare the designs of parts a and b with respect to delay and cost.

Parallel prefix networks Find delay and cost formulas for the Brent—-Kung and Kogge—
Stone designs when the word width k is not a power of 2.

Parallel prefix networks
a. Draw Brent-Kung, Kogge—Stone, and hybrid parallel prefix graphs for 12, 20, and
24 inputs.

b. Using the results of part a, plot the cost, delay, and cost-delay product for the five
types of network for k = 12, 16, 20, 24, 32 bits and discuss.

Hybrid carry-lookahead adders

a. Find the depth and cost of a 64-bit hybrid carry network with two levels of the
Brent—Kung scheme at each end and the rest built by the Kogge—Stone construction.

b. Compare the design of part a to pure Brent—-Kung and Kogge-Stone schemes and
discuss.

Parallel prefix networks

a. Obtain delay and cost formulas for a hybrid parallel prefix network that has / levels
of Brent—Kung design at the top and bottom and a k/2'-input Kogge—Stone network
in the middle.

b. Use the delay—cost—product figure of merit to find the best combination of the two
approaches for word lengths from 8 to 64 (powers of 2 only).

Speed and cost limits for carry computation Consider the computation of c;, the carry
into the ith stage of an adder, based on the g; and ¢; signals using only two-input AND
and OR gates. Note that only the computation of ¢;, independent of other carries, is being
considered.

a. What is the minimum possible number of AND/OR gates required?

b. What is the minimum possible number of gate levels in the circuit?

c. Can one achieve the minima of parts a and b simultaneously? Explain.

Variable-block carry-lookahead adders Study the benefits of using nonuniform widths
for the MCC blocks in a carry-lookahead adder of the type discussed in Section 6.6
{Kant93].
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Chapter

7

VARIATIONS IN
FAST ADDERS

The carry-lookahead method of Chapter 6 represents the most widely used
design for high-speed adders in modern computers. Certain alternative de-
signs, however, either are quite competitive with carry-lookahead adders or
offer advantages with particular hardware realizations or technology con-
straints. The most important of these alternative designs, and various hybrid
combinations, are discussed in this chapter.

7.1 Simple Carry-Skip Adders
7.2 Multilevel Carry-Skip Adders
7.3 Carry-Select Adders

7.4 Conditional-Sum Adder

7.5 Hybrid Adder Designs

7.6 Optimizations in Fast Adders

7.1 SIMPLE CARRY-SKIP ADDERS

108

Consider a 4-bit group or block in a ripple-carry adder, from stage i to i + 3, where i is a
multiple of 4 (Fig. 7.1a). A carry into stage i propagates through this group of 4 bits if and only
if it propagates through all four of its stages. Thus, a “group propagate” signal is defined as
Plii+3] = PiPi+1 Pi+2 Pi+3, which is computable from individual propagate signals by a single
four-input AND gate. To speed up carry propagation, one can establish bypass or skip paths
around 4-bit blocks, as shown in Fig. 7.1b.

Let us assume that the delay of the two-level skip logic is equal to carry propagation delay
through a single bit position. Then, the worst-case propagation delay through the carry-skip
adder of Fig. 7.1b corresponds to a carry that is generated in stage 0, ripples through stages 1-3,
goes through the OR gate, skips the middle two groups, and ripples in the last group from stage
12 to stage 15. This leads to 8.5 stages of propagation (17 gate levels) compared to 16 stages
(32 gate levels) for a 16-bit ripple-carry adder.
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Fig.7.1 Converting a 16-bit ripple-carry adder into a simple carry-skip adder with 4-bit skip
blocks.

Generalizing from the preceding example, the worst-case carry-propagation delay in a k-bit
carry-skip adder with fixed block width b, assuming that one stage of ripple has the same delay
as one skip, can be derived:

-1 + 0.5
in block 0 OR gate

~ 2b+kl/b-3.5 stages

+ (k/b—-2) +
skips

b-1
in last block

Thixed-skip-add =

The optimal fixed block size can be derived by equating dT fised-skip-ada/db with 0:

dTfixed—skip—add

=2—k/p*=0=b* =
db / -

k/2
The adder delay with the optimal block size above is:

k
L _35=22k—35
V&2

For example, to construct a 32-bit carry-skip adder with fixed-size blocks, we set k = 32
in the preceding equations to obtain b°" = 4 bits and Tf:)f;d_skip_add = 12.5 stages (25 gate
levels). By comparison, the propagation delay of a 32-bit ripple-carry adder is more than 2.5
times longer.

Clearly, a carry that is generated in, or absorbed by, one of the inner blocks travels a shorter
distance through the skip blocks. We can thus afford to allow more ripple stages for such a carry
without increasing the overall adder delay. This leads to the idea of variable skip-block sizes.

Let there be ¢ blocks of widths bg, b1, - - -, b;_1 going from right to left (Fig. 7.2). Consider
the two carry paths (1) and (2) in Fig. 7.2, both starting in block 0, one ending in block ¢ — 1 and
the other in block ¢ — 2. Carry path (2) goes through one fewer skip than (1), so we can make
block ¢t — 2 one bit wider than block ¢ — 1 without increasing the total adder delay. Similarly,
by comparing carry paths (1) and (3), we conclude that block 1 can be one bit wider than block
0. So, assuming for ease of analysis that by = b,_; = b and that the number ¢ of blocks is even,
the optimal block widths are:

t
Tt{)fed—skip—add =2vk/2+
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b+t | b+t

b b+1
+ 2 2

1 e b+1 b
The first assumption (by = b,_;) is justified because the total delay is a function of by +
b,_ rather than their individual values and the second one (¢ even) does not affect the results
significantly.

Based on the preceding block widths, the total number of bits in the ¢ blocks is:

2Ab+b+1)+-+G+1t/2—D]=t(b+1/4—1/2)

Equating the total above with & yields:
b=k/t—t/4+1/2

The adder delay with the preceding assumptions is:

Tvar—skip-—add = 2(b - 1D4+054+r-2

2kt
=—+--25
t+2

The optimal number of blocks is thus obtained as follows:

dTvar~skip—add — —2k + l =0= toPt — 2\//;
dt 22
Note that the optimal number of blocks with variable-size blocks is /2 times larger than that
obtained with fixed-size blocks. Note also that with the optimal number of blocks, b becomes
1/2; thus we take it to be 1. The adder delay with t°?* blocks is

Tvzs'tfskip-add ~ 2\/E -25
which is roughly a factor of 4/2 smaller than that obtained with optimal fixed-size skip-blocks.
The preceding analyses were based on a number of simplifying assumptions. For example,
skip and ripple delays were assumed to be equal and ripple delay was assumed to be linearly
proportional to the block width. These may not be true in practice. With CMOS implementation,
for example, the ripple delay in a Manchester carry chain grows as the square of the block width.
The analyses for obtaining the optimal fixed or variable block size carry-skip adder must be

[ ber ] [ b2 ] - - [ b ][ bo ] Blockwidths
e — Carry path (1)
___l ]————— Carry path (2)
—— ‘ rm:::;-' Carry path (3)
POw— - {]0o] -}
fffff - Skip

Fig. 7.2 Carry-skip adder with variable-size blocks and three sample carry paths.
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Wy ey le

Fig. 7.3 Schematic diagram of a one-level carry-skip adder.

appropriately modified in such cases. A number of researchers have used various assumptions
about technology-dependent parameters to deal with this optimization problem. Some of these
variations are explored in the end-of-chapter problems.

7.2 MULTILEVEL CARRY-SKIP ADDERS

A (single-level) carry-skip adder of the types discussed in Section 7.1 can be represented
schematically as in Fig. 7.3. The dotted lines between the various blocks and the first-level
skip logic S; indicate that the control signal for the skip logic is derived from the propagate
signals of the bit positions within the corresponding block. This relationship will be implicit in
everything that follows, so the dotted lines are not shown hereafter.

In our subsequent discussions, we ignore the half-stage delay attributed to the single OR gate
immediately preceding the first skip on the carry path (in contrast to the analyses of Section 7.1).
This simplifies our discussions but has no significant effect on our procedures or conclusions. In
addition, we continue to assume that the ripple and skip delays are equal, although the analyses
can be easily modified to account for different ripple and skip delays. We thus equate the carry-
skip adder delay with the worst-case sum, over all possible carry paths, of the number of ripple
stages and the number of skip stages.

Multilevel carry-skip adders are obtained if we allow a carry to skip over several blocks
at once. Figure 7.4 depicts a two-level carry-skip adder in which second-level skip logic has
been provided for the leftmost three blocks. The signal controlling this second-level skip logic
is derived as the logical AND of the first-level skip signals. A carry that would need 3 time units
to skip these three blocks in a single-level carry-skip adder can now do so in a single time unit.

If the rightmost/leftmost block in a carry-skip adder is short, skipping it may not yield
any advantage over allowing the carry to ripple through the block. In this case, the carry-skip
adder of Fig. 7.4 can be simplified by removing such inefficient skip circuits. Figure 7.5 shows
the resulting two-level carry-skip adder. With our simplifying assumption about ripple and skip
delays being equal, the first-level skip circuit should be eliminated only for 1-bit, and possibly
2-bit, blocks (remember that generating the skip control signal also takes some time).

i = el
o~

Fig. 7.4 Example of a two-level carry-skip adder.
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R

B

Fig. 7.5 Two-level carry-skip adder optimized by removing the short-block skip circuits.

B Example 7.1 Assume that each of the following operations takes 1 unit of time:
generation of g; and p; signals, generation of a level-i skip signal fromilevel—(i — 1) skip
signals, ripple, skip, and computation of sum bit once the incoming carry is known.
Build the widest possible single-level carry-skip adder with a total delay not exceeding
8 time units.

The numbers given on the adder diagram of Fig. 7.6 denote the time steps when
the various signals stabilize, assuming that ¢;, is available at time 0. At the right end,
block width is limited by the output timing requirement. For example, b; cannot be
more than 3 bits if its output is to be available at time 3 (one time unit is taken by
g, pi generation at the rightmost bit, plus two time units for propagation across the
other two bits). Block 0 is an exception, because to accommodate cjy, its width must be
reduced by 1 bit. At the left end, block width is limited by input timing. For example,
b4 cannot be more than 3 bits, given that its input becomes available at time 5 and the
total adder delay is to be 8 units. Based on this analysis, the maximum possible adder
widthis 1+3+4+44+34+2+ 1 = 18 bits.

B Example 7.2 With the same assumptions as in Example 7.1, build the widest
possible two-level carry-skip adder with a total delay not exceeding 8 time units.

We begin with an analysis of skip paths at level 2. In Fig. 7.7a, the notation
{B, a} for a block means that the block’s carry-out must become available no later
than Toauee = B and that the block’s carry-in can take Tygsimilae = @ time units to
propagate within the block without exceeding the overall time limit of 8 units. The
remaining problem is to construct single-level carry-skip adders with the parameters
Toroduce = B and Tygsimiwe = o. Given the delay pair {8, o}, the number of first-
level blocks (subblocks) will be y = min(8 — 1, ), with the width of the ith
subblock, 0 < i < y — 1, given by b; = min(f —y +1i + 1,a — i); the only

C Ci
?@_I:_L; T . T - T - T ;j_m |
7 6 5 4 3 2 |2
s {51 S—L—{s—s:

Fig. 7.6 Timing constraints of a single-level carry-skip adder with a delay of 8 units.
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exception is subblock 0 in block A, which has one fewer bit (why?). So, the total width
of such a block is Zl’.:ol min( —y +i+ 1, « —i). Table 7.1 summarizes our analyses
for the second-level blocks A-F. Note that the second skip level has increased the
adder width from 18 bits (in Example 7.1) to 30 bits. Figure 7.7b shows the resulting

two-level carry-skip adder.

The preceding analyses of one- and two-level carry-skip adders are based on many simpli-
fying assumptions. If these assumptions are relaxed, the problem may no longer lend itself to
analytical solution. Chan et al. [Chan92] use dynamic programming to obtain optimal configu-
rations of carry-skip adders for which the various worst-case delays in a block of b full-adder
units are characterized by arbitrary given functions (Fig. 7.8). These delays include:

I(b) Internal carry-propagate delay for the block
G(b) Carry-generate delay for the block
A(b) Carry-assimilate delay for the block

Tproduce —| l—-—- Tassimilate

Fig. 7.7 Two-level carry-skip adder with a delay of 8 units: (a) Initial timing constraints, (b) Final
design.

TABLE 7.1
Second-level constraints Tproduce and Tagsimilates with associated subblock and block widths,

in a two-level carry-skip adder with a total delay of 8 time units (Fig. 7.7)

Number of Subblock widths Block Width
Block T produce T assimilate subblocks (bits) (bits)

s

)

L3
2,3,3
2,3,2,1
3,2,1
2,1

1
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G(b) Block of b full-adder units Fig. 7.8 Generalized delay model for
I(b) carry-skip adders.

e —

Inputs

N
Level-h skip

In addition, skip and enable delay functions, S, (b) and Ej(b), are defined for each skip level
h. In terms of this general model, our preceding analysis can be characterized as corresponding
o I(h) =b—1,G(b) = b, Ab) = b, §;,(b) = 1, and E,(b) = h + 1. This is the model
assumed by Turrini [Turr89]. Similar methods can be used to derive optimal block widths in
variable-block carry-lookahead adders [Chan92].

7.3 CARRY-SELECT ADDERS

One of the earliest logarithmic time adder designs is based on the conditional-sum addition
algorithm. In this scheme, blocks of bits are added in two ways: assuming an incoming carry
of 0 or of 1, with the correct outputs selected later as the block’s true carry-in becomes known.
With each level of selection, the number of known output bits doubles, leading to a logarithmic
number of levels and thus logarithmic time addition. Underlying the building of conditional-sum
adders is the carry-select principle, described in this section.

A (single-level) carry-select adder is one that combines three k/2-bit adders of any design
into a k-bit adder (Fig. 7.9). One k/2-bit adder is used to compute the lower half of the k-bit sum
directly. Two k/2-bit adders are used to compute the upper /2 bits of the sum and the carry-out
under two different scenarios: ¢ /2 = 0or cgs2 = 1. The correct values for the adder’s carry-out
signal and the sum bits in positions /2 through k — 1 are selected when the value of c; /2 becomes
known. The delay of the resulting k-bit adder is two gate levels more than that of the k/2-bit
adders that are used in its construction.

The following simple analysis demonstrates the cost-effectiveness of the carry-select
method. Let us take the cost and delay of a single-bit 2-to-1 multiplexer as our units and assume
that the cost and delay of a k-bit adder are Cauq(k) and Tygq (k), respectively. Then, the cost and
delay of the carry-select adder of Fig. 7.9 are:

Cselect-add(k) = 3Cadd (k/2) + k/2 +1
Teetect—aga (k) = Toaq (k/ 2)+1
If we take the product of cost and delay as our measure of cost effectiveness, the carry-select

scheme of Fig. 7.9 is more cost-effective than the scheme used in synthesizing its component
adders if and only if:
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Fig. 7.9 Carry-select adder for k-bit numbers built from three k/2-bit adders.

[3Cadatk/2) + k/2 + 11[Taga(k/2) + 1] < Caga(k) Taaa (k)

For ripple-carry adders, we have Cyq(k) = ak and T,aa(k) = tk. To simplify the analysis,
assume T = /2 > 1. Then, it is easy to show that the carry-select method is more cost-effective
that the ripple-carry scheme if k > 16/(¢ — 1). For @ = 4 and 7 = 2, say, the carry-select
approach is almost always preferable to ripple-carry. Similar analyses can be carried out to
compare the carry-select method against other addition schemes.

Note that in the preceding analysis, the use of three complete k/2-bit adders was assumed.
With some adder types, the two k/2-bit adders at the left of Fig. 7.9 can share some hardware,
thus leading to even greater cost effectiveness. For example, if the component adders used are
of the carry lookahead variety, much of the carry network can be shared between the two adders
computing the sum bits with ¢;/2 = 0 and g2 = 1 (how?).

Note that the carry-select method works just as well when the component adders have
different widths. For example, Fig. 7.9 could have been drawn with one a-bit and two b-bit
adders used to form an (a + b)-bit adder. Then ¢, would be used to select the upper b bits of the
sum through a (b + 1)-bit multiplexer. Unequal widths for the component adders is appropriate
when the delay in deriving the selection signal ¢, is different from that of the sum bits.

Figure 7.10 depicts how the carry-select idea can be carried one step further to obtain a
two-level carry-select adder. Sum and carry-out bits are computed for each k/4-bit block (except
for the rightmost one) under two scenarios. The three first-level multiplexers, each of which is
k/4 + 1 bits wide, merge the results of k/4-bit blocks into those of k/2-bit blocks. Note how the
carry-out signals of the adders spanning bit positions k/2 through 3k/4 — 1 are used to select
the most-significant k/4 bits of the sum under the two scenarios of ¢z = 0 or cx/2 = 1. At this
stage, k/2 bits of the final sum are known. The second-level multiplexer, which is k/2 + 1 bits
wide, is used to select appropriate values for the upper k/2 bits of the sum (positions /2 through
k — 1) and the adder’s carry-out.

Comparing the two-level carry-select adder of Fig. 7.10 to a similar two-level carry-
lookahead adder (Fig. 6.5, but with 2-bit, rather than 4-bit, lookahead carry generators), we
note that the one-directional top-to-bottom data flow in Fig. 7.10 makes pipelining easier and
more efficient. Of course, from Section 6.5 and the example in Fig. 6.13, we know that carry-
lookahead adders can also be implemented to possess one-directional data flow. In such cases,
comparison is somewhat more difficult, insofar as carry-select adders have a more complex
upper structure (the small adders) and simpler lower structure (the multiplexers).
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Fig. 7.10 Two-level carry-select adder built of k/4-bit adders.

Which design comes out ahead for a given word width depends on the implementation
technology, performance requirements, and other design constraints. Very often, the best choice
is a hybrid combination of carry-select and carry-lookahead (see Section 7.5).

7.4 CONDITIONAL-SUM ADDER

The process that led to the two-level carry-select adder of Fig. 7.10 can be continued to derive
a three-level k-bit adder built of k/8-bit adders, a four-level adder composed of k/16-bit adders,
and so on. A logarithmic time conditional-sum adder results if we proceed to the extreme of
having single-bit adders at the very top. Thus, taking the cost and delay of a single-bit 2-to-1
multiplexer as our units, the cost and delay of a conditional-sum adder are characterized by the
following recurrences:

C(k) = 2C(k/2) + k +2 ~ k(log, k +2) + kC (1)
T(k) = T(k/2) + 1 =log, k+ T (1)

where C(1) and T(1) are the cost and delay of the circuit of Fig. 7.11 used at the top to derive the
sum and carry bits with a carry-in of 0 and 1. The term & + 2 in the first recurrence represents an
upper bound on the number of single-bit 2-to-1 multiplexers needed for combining two k/2-bit
adders into a k-bit adder.

The recurrence for cost is approximate, since for simplicity, we have ignored the fact that
the right half of Fig. 7.10 is less complex than its left half. In other words, we have assumed
that two parallel (b + 1)-bit multiplexers are needed to combine the outputs from b-bit adders,
although in some cases, one is enough.

An exact analysis leads to a comparable count for the number of single-bit multiplexers
needed in a conditional-sum adder. Assuming that k is a power of 2, the required number of
multiplexers for a k-bit adder is
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Vi X Fig. 7.11 Top-level block for one bit position of a
conditional-sum adder.
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leading to an overall cost of (k — 1)(log, k + 1) + kC(1).

The conditional-sum algorithm can be visualized by the 16-bit addition example shown in
Table 7.2.

Given that a conditional-sum adder is actually a (log, k)-level carry-select adder, the com-
parisons and trade-offs between carry-select adders and carry-lookahead adders, as discussed at
the end of Section 7.3, are relevant here as well.

7.5 HYBRID ADDER DESIGNS

Hybrid adders are obtained by combining elements of two or more “pure” design methods to
obtain adders with higher performance, greater cost-effectiveness, lower power consumption,
and so on. Since any two or more pure design methods can be combined in a variety of ways, the
space of possible designs for hybrid adders is immense. This leads to a great deal of flexibility in
matching the design to given requirements and constraints. It also makes the designer’s search
for an optimal design nontrivial. In this section, we review several possible hybrid adders as
representative examples.

The one- and two-level carry-select adders of Figs. 7.9 and 7.10 are essentially hybrid
adders, since the top-level k/2- or k/4-bit adders can be of any type. In fact, a common use
for the carry-select scheme is in building fast adders whose width would lead to inefficient
implementations with certain pure designs. For example, when 4-bit lookahead carry blocks are
used, both 16-bit and 64-bit carry-lookahead adders can be synthesized quite efficiently (Fig.
6.5). A 32-bit adder, on the other hand, would require two levels of lookahead and is thus not
any faster than the 64-bit adder. Using 16-bit carry-lookahead adders, plus a single carry-select
level to double the width, is likely to lead to a faster 32-bit adder. The resulting adder has a
hybrid carry-select/carry-lookahead design.

The reverse combination (viz., hybrid carry-lookahead/carry-select) is also possible and is
in fact used quite widely. An example hybrid carry-lookahead/carry-select adder is depicted in
Fig. 7.12. The small adder blocks, shown in pairs, may be based on Manchester carry chains
that supply the required g and p signals to the lookahead carry generator and compute the final
intermediate carries as well as the sum bits once the block carry-in signals have become known.
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TABLE 7.2

Conditional-sum addition of two 16-bit numbers: The width of the block for which the sum
and carry bits are known doubles with each additional level, leading to an addition time

that grows as the logarithm of the word width k

X olojrjofol1l1jof1f1
y olijojo|1yjo|1|1|0]1
Block  Block Block sum and block carry-out
width  carry-in 1514131211109 8 7 6
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c ojojofojojoj1ljojo]1
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c 0
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A wider hybrid carry-lookahead/carry-select adder will likely have a multilevel carry-
lookahead network rather than a single lookahead carry generator as depicted in Fig. 7.12.
If the needed block g and p signals are produced quickly, the propagation of signals in the carry-
lookahead network can be completely overlapped with carry propagation in the small carry-select
adders. The carry-lookahead network of Fig. 6.13 was in fact developed for use in such a hybrid
scheme, with 8-bit carry-select adders based on Manchester carry chains [Lync92]. The 8-bit
adders complete their computation at about the same time that the carries ¢4, ¢32, C40, Ca3, and
¢s6 become available (Fig. 6.13). Thus, the total adder delay is only two logic levels more than

that of the carry-lookahead network.
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Fig.7.12 A hybrid carry-lookahead/carry-select adder.

Another interesting hybrid design is the ripple-carry/carry-lookahead adder, an example of
which is depicted in Fig. 7.13. This hybrid design is somewhat slower than pure carry-lookahead
scheme, but its simplicity and greater modularity may compensate for this drawback. The analysis
of cost and delay for this hybrid design relative to pure ripple-carry and carry-lookahead adders is
left as an exercise, as is the development and analysis of the reverse carry-lookahead/ripple-carry
hybrid combination.

Our final hybrid adder example uses the hybrid carry-lookahead/conditional-sum combi-
nation. One drawback of the conditional-sum adder for wide words is the requirement of large
fan-out for the signals controlling the multiplexers at the lower levels (Fig. 7.10). This problem
can be alleviated by, for example, using conditional-sum addition in smaller blocks, forming the
interblock carries through carry-lookahead. For detailed description of one such adder, used in
Manchester University’s MUS computer, see [Omon94, pp. 104-111].

Clearly, it is possible to combine ideas from various designs in many different ways, giving
rise to a steady stream of new implementations and theoretical proposals for the design of
fast adders. Different combinations become attractive with particular technologies in view
of their specific cost factors and fundamental constraints [Kant93]. In addition, application
requirements, such as low power consumption, may shift the balance in favor of a particular

hybrid design.
C12 Cg Cco
gr2,15] 1 9[8,11] d10,3]
[12,15] P[s,1]1] 7 Pro,3)

4-bit lookahead carry generator
(with carry-out)

Ca8 €32 C16

L 16-bit carry-lookahead adder

Fig. 7.13 Example 48-bit adder with hybrid ripple-carry/carry-lookahead design.
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Fig. 7.14  Example arrival times for operand bits in the final fast adder of a tree multiplier
[Oklo96].

7.6 OPTIMIZATIONS IN FAST ADDERS

Just as optimal carry-skip adders have variable block widths, it is often possible to reduce the
delay of other (pure or hybrid) adders by optimizing the block widths. For example, depending
on the implementation technology, a carry-lookahead adder with fixed blocks may not yield
the lowest possible delay [Niga95]. Again, the exact optimal configuration is highly technology
dependent. In fact, with modern VLSI technology, gate count alone is no longer a meaningful
measure of implementation cost. Designs that minimize or regularize the interconnection may
actually be more cost-effective despite using more gates. The ultimate test of cost-effectiveness
for a particular hybrid design or “optimal” configuration is its actual speed and cost when
implemented with the target technology.

So far our discussion of adder delay has been based on the tacit assumption that all input
digits are available at the outset, or at time 0, and that all output digits are computed and taken
out after worst-case carries have propagated. The other extreme, where input/output digits arrive
and leave serially, leads to very simple digit-serial adder designs. In between the two extremes,
there are practical situations in which different arrival times are associated with the input digits
or certain output digits must be produced earlier than others.

We will later see, for example, that in multiplying two binary numbers, the partial products
are reduced to two binary numbers, which are then added in a fast two-operand adder to produce
the final product. The individual bits of these two numbers become available at different times in
view of the differing logic path depths from primary inputs. Figure 7.14 shows a typical example
for the input arrival times at various bit positions of this final fast adder. This information can
be used in optimizing the adder design [Okl096].

7.1  Optimal single-level carry-skip adders

a. Derive the optimal block width in a fixed-block carry-skip adder using the assump-
tions of Section 7.1, except that the carry production or assimilation delay in a block
of width b is b*/2 rather than b. Interpret the result.
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b. Repeat part a with variable-width blocks. Hint: There will be several blocks of width
b before the block width increases to b + 1.

Optimal two-level carry-skip adders For the two-level carry-skip adder of Example
7.2, Section 7.2, verify the block sizes given in Table 7.1 and draw a complete diagram
for a 24-bit adder derived by pruning the design of Fig. 7.7.

Optimal variable-block carry-skip adders

a. Build optimal single-level carry-skip adders for word widths k = 24 and k = 80.
b. Repeat part a for two-level carry-skip adders.
c. Repeat part a for three-level carry-skip adders.

Carry-skip adders with given building blocks

a. Assume the availability of 4-bit and 8-bit adders with delays of 3 and 5 ns, re-

spectively, and of 0.5-ns logic gates. Each of our building block adders provides a
“propagate” signal in addition to the normal sum and carry-out signals. Design an
optimal single-level carry-skip adder for 64-bit unsigned integers.

b. Repeat part a for a two-level-skip adder.
Would we gain any advantage by going to three levels of skip for the adder of part a?

8 o

Outline a procedure for designing optimal single-level carry-skip adders from adders
of widths b; < by < -+- < by, and delays d; < dy < --- < dj, plus logic gates of
delay 6.

Fixed-block, two-level carry-skip adders Using the assumptions in our analysis of
single-level carry-skip adders in Section 7.1, present an analysis for a two-level carry-
skip adder in which the block widths b, and b, in levels 1 and 2, respectively, are
fixed. Hence, assuming that b, and b, divide k, there are k/b, second-level blocks
and k/b, first-level blocks, with each second-level block encompassing b, /b, first-
level blocks. Determine the optimal block widths b; and b,. Note that because of the
fixed block widths, skip logic must be included even for the rightmost block at each
level.

Optimized multilevel carry-select adders Consider the hierarchical synthesis of a k-bit
multilevel carry-select adder where in each step of the process, an i-bit adder is subdivided
into smaller j-bit and (i — j)-bit adders.

a. At what value of i does it not make sense to further subdivide the block?

b. When the width i of a block is odd, the two blocks derived from it will have to be of
different widths. Is it better to make the right-hand or the left-hand block wider?

c. Evaluate the suggestion that, just as in carry-skip adders, blocks of different widths
be used to optimize the design of carry-select adders.

Design of carry-select adders Design 64-bit adders using ripple-carry blocks and 0, 1,
2, 3, or 4 levels of carry select.

a. Draw schematic diagrams for the three- and four-level carry-select adders, showing
all components and selection signals.
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7.8

7.9

7.10

711

7.12

7.13

7.14

b. Obtain the exact delay and cost for each design in terms of the number of gates
and gate levels using two-input NAND gates throughout. Construct the ripple-carry
blocks using the full-adder design derived from Figs. 5.2a and 5.1c.

¢.  Compare the five designs with regard to delay, cost, and the composite delay—cost
figure of merit and discuss.

The conditional-sum addition algorithm

a. Modify Table 7.2 to correspond to the same addition, but with ¢;, = 1.

b. Using a tabular representation as in Table 7.2, show the steps of deriving the sum
of 24-bit numbers 0001 0110 1100 1011 0100 1111 and 0010 0111 0000 0111 1011
0111 by means of the conditional-sum method.

Design of conditional-sum adders Obtain the exact delay and cost for a 64-bit condi-
tional-sum adder in terms of the number of gates and gate levels using two-input NAND
gates throughout. For the topmost level, use the design given in Fig. 7.11.

Hybrid carry completion adder Suppose we want to design a carry completion adder
to take advantage of its good average-case delay but would like to improve on its O(k)
worst-case delay. Discuss the suitability for this purpose of each of the following hybrid
designs.

a. Completion-sensing blocks used in a single-level carry-skip arrangement.
b.  Completion-sensing blocks used in a single-level carry-select arrangement.

Ripple-carry blocks with completion-sensing skip logic (separate skip circuits for 0
and 1 carries).

Hybrid ripple-carry/carry-lookahead adders Consider the hybrid ripple-carry/carry-
lookahead adder design depicted in Fig. 7.13.

a. Present a design for the modified lookahead carry generator circuit that also produces
the block’s carry-out (e.g., ¢1¢ in Fig. 7.13).

b. Develop an expression for the total delay of such an adder. State your assumptions.

Under what conditions, if any, is the resulting adder faster than an adder with pure
carry-lookahead design?

Hybrid carry-lookahead/ripple-carry adders Consider a hybrid adder based on ripple-
carry blocks connected together with carry lookahead logic (i.e., the reverse combination
compared to the design in Fig. 7.13). Present an analysis for the delay of such an adder
and state under what conditions, if any, the resulting design is preferable to a pure carry-
lookahead adder or to the hybrid design of Fig. 7.13.

Hybrid carry-select/carry-lookahead adders Show how carry-lookahead adders can
be combined by a carry-select scheme to form a k-bit adder without duplicating the
carry-lookahead logic in the upper k/2 bits.

Building fast adders from 4-bit adders Assume the availability of fast 4-bit adders
with one (two) gate delay(s) to bit (block) g and p signals and two gate delays to sum and
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carry-out once the bit g and p and block carry-in signals are known. Derive the cost and
delay of each of the following 16-bit adders:

Four 4-bit adders cascaded through their carry-in and carry-out signals.
Single-level carry-skip design with 4-bit skip blocks.

Single-level carry-skip design with 8-bit skip blocks.

g e TP

Single-level carry-select, with each of the 8-bit adders constructed by cascading two
4-bit adders.

Carry-lookahead versus hybrid adders We want to design a 32-bit fast adder from
standard building blocks such as 4-bit binary full adders, 4-bit lookahead carry circuits,
and multiplexers. Compare the following adders with respect to cost and delay:

a. Adder designed with two levels of lookahead.

b. Carry-select adder built of three 16-bit single-level carry-lookahead adders.

Comparing fast two-operand adders Assume the availability of 1-bit full adders; 1-bit,
two-input multiplexers, and 4-bit lookahead carry circuits as unit-delay building blocks.
Draw diagrams for, and compare the speeds and costs of, the following 16-bit adder
designs.

Optimal variable-block carry-skip adder using a multiplexer for each skip circuit.
Single-level carry-select adder with 8-bit ripple-carry blocks.

Two-level carry-select adder with 4-bit ripple-carry blocks.

e g B

Hybrid carry-lookahead/carry-select adder with duplicated 4-bit ripple-carry blocks
in which the carry-outs with ¢;, = O and ¢j, = 1 are used as the group g and p signals.

Optimal adders with input timing information For each fast adder type studied in
Chapters 6 and 7, discuss how the availability of input bits at different times (Fig. 7.14)
could be exploited to derive faster designs.

Fractional precision addition

a.  We would like to design an adder that either adds two 32-bit numbers in their entirety
or their lower and upper 16-bit halves independently. For each adder design discussed
in Chapters 5-7, indicate how the design can be modified to allow such parallel half-
precision arithmetic.

b. Propose a hybrid adder design that is particularly efficient for the design of part a.

¢. Repeat part b, this time assuming two fractional precision modes: (4 x 8)-bit or
(2 x 16)-bit.
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Chapter
8 |MULTIOPERAND

ADDITION

In Chapters 6 and 7, we covered several speedup methods for adding two
operands. Our primary motivation in dealing with multioperand addition in
this chapter is that both multiplication and inner-product computation reduce
to adding a set of numbers, namely, the partial products or the component
products. The main idea used is that of deferred carry assimilation made
possible by redundant representation of the intermediate results.

8.1 Using Two-Operand Adders

8.2 Carry-Save Adders

8.3 Wallace and Dadda Trees

8.4 Parallel Counters

8.5 Generalized Parallel Counters
8.6 Adding Multiple Signed Numbers

8.1 USING TWO-OPERAND ADDERS

Multioperand addition is implicit in both multiplication and computation of vector inner products
(Fig. 8.1). In multiplying a multiplicand a by a k-digit multiplier x, the k partial products x;a
must be formed and then added. For inner-product computation, the component product terms
pU) = xy() obtained by multiplying the corresponding elements of the two operand vectors
x and y, need to be added. Computing averages (e.g., in the design of a mean filter) is another
application that requires multioperand addition.

Figure 8.1 uses what is known as “dot notation,” a representation we will find quite useful
when only the positioning or alignment of bits, rather than their values, is important. We will
assume that the n operands are unsigned integers of the same width k and are aligned at the least
significant end, as in the right side of Fig. 8.1. Extension of the methods to signed operands are
discussed in Section 8.6. Application to multiplication is the subject of Part IIL.

Figure 8.2 depicts a serial solution to the multioperand addition problem using a single two-
operand adder. The binary operands x,i =0, 1,---,n — 1, are applied, one per clock cycle,
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Fig. 8.1 Multioperand addition problems for multiplication or inner-product computation shown
in dot notation.

to one input of the adder, with the other input fed back from a partial sum register. Since the final
sum can be as large as n (2% — 1), the partial sum register must be log, n2X—n+1)~k +log, n
bits wide.

Assuming the use of a logarithmic time fast adder, the total latency of the scheme of Fig.
8.2 for adding n operands of width £ is:

Tserial~multi-add = O(n log(k + logn))

Since k + logn is no less than max(k, log n) and no greater than max(2k, 2 log n), we have
log(k + logn) = O(logk + log logn) and:

Tserial—multi—add = O(nlog k + nlog logn)

Therefore, the addition time grows superlinearly with n when  is fixed and logarithmically with
k for a given n.

One can pipeline this serial solution to get somewhat better performance. Figure 8.3 shows
that if the adder is implemented as a four-stage pipeline, then three adders can be used to achieve
the maximum possible throughput of one operand per clock cycle. Even though the clock cycle
is now shorter because of pipelining, the latency from the first input to the last output remains
asymptotically the same with A-stage pipelining for any fixed 4.

Note that the schemes shown in Figs. 8.2 and 8.3 work for any prefix computation involving
abinary operator ®, provided the adder is replaced by a hardware unit corresponding to the binary
operator ®. For example, similar designs can be used to find the product of n numbers or the
largest value among them.

For higher speed, a tree of two-operand adders might be used, as in Fig. 8.4. Such a binary
tree of two-operand adders needs n — 1 adders and is thus quite costly if built of fast adders.

Fig. 8.2 Serial implementation of
L» k+logynbits '] multioperand addition with a single
x" two-operand adder.
ks [Adder — P P
x(
Partial sum

register
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KFB) 4 y{FT)
x(F1)
Ready to

compute Delays sF12)
1
Delay x4 xF1) —>
—.X(,) WE8) 4 wlF9) 4 y(F10) 4 di11)
x(F4) 4 x(F5)

Fig. 8.3 Serial multioperand addition when each adder is a four-stage pipeline.

Strange as it may seem, the use of simple and slow ripple-carry (or even bit-serial) adders may
be the best choice in this design. If we use fast logarithmic time adders, the latency will be:

Tiree—tast—multi—add = O(log k + log(k + 1) + - - - + log(k + [logy n] — 1))
= O(log n log k + log nlog log n)

The preceding equality can be proven by considering the two cases of log, n < k and logy n > &
and bounding the right-hand side in each case. Supplying the needed details of the proof is left
as an exercise. If we use ripple-carry adders in the tree of Fig. 8.4, the delay becomes

Ttrce—ripplc—mu]ti—add = O(k + log Vl)

which can be less than the delay with fast adders for large n. Comparing the costs of this and the
preceding schemes for different ranges of values for the parameters k and n is left as an exercise.

Figure 8.5 shows why the delay with ripple-carry adders is O(k +log ). There are [log, n]
levels in the tree. An adder in the (i + 1)th level need not wait for full carry propagation in level
i to occur, but rather can start its addition one full-adder delay after level i. In other words, carry
propagation in each level lags one time unit behind the preceding level. Thus, we need to allow
constant time for all but the last adder level, which needs O(k + log n) time.

Can we do better than the O(k + log n) delay offered by the tree of ripple-carry adders of
Fig. 8.57 The absolute minimum time is O(log(kn)) = O(log k + log n), where kn is the total
number of input bits to be processed by the multioperand adder, which is ultimately composed
of constant-fan-in logic gates. This minimum is achievable with carry-save adders.

x Fig.8.4 Adding seven numbers in a binary tree of
adders.

+k ,|.k +k 4k +k _|.k
| Adder | | Adder | [ Adder |

k+2
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Fig. 8.5 Ripple-carry adders at

I+I\‘ t+1/ N '/ levels i and i + 1 in the tree of full
adders and half-adders (HA) used
- 44— FA [4—H Level i for multioperand addition.
t+2 t+1
t+2
FA |<€—HA Level i +1

t+3'/t+3t+2'/t+2

8.2 CARRY-SAVE ADDERS

We can view arow of binary full adders as a mechanism to reduce three numbers to two numbers
rather than as one to reduce two numbers to their sum. Figure 8.6 shows the relationship of
a ripple-carry adder for the latter reduction and a carry-save adder for the former (see also
Fig. 3.5).

Figure 8.7 presents, in dot notation, the relationship shown in Fig. 8.6. To specify more
precisely how the various dots are related or obtained, we agree to enclose any three dots that
form the inputs to a full adder in a dashed box and to connect the sum and carry outputs of a
full-adder by a diagonal line (Fig. 8.8). Occasionally, only two dots are combined to form a sum
bit and a carry bit. Then the two dots are enclosed in a dashed box and the use of a half-adder is
signified by a cross line on the diagonal line connecting its outputs (Fig. 8.8).

Dot notation suggests another way to view the function of a carry-save adder: as converter
of a radix-2 number with the digit set [0, 3] (three bits in one position) to one with the digit set
[0, 2] (two bits in one position).

A carry-save adder tree (Fig. 8.9) can reduce » binary numbers to two numbers having the
same sum in O(log n) levels. If a fast logarithmic time carry-propagate adder is then used to add

| ||ﬁ”‘|| Ll 11 1]

FA FA FA FA FA FA

I ! I I I !
I I [ | 1 |

FA FA FA FA FA FA

Fig. 8.6 A ripple-carry adder turns into a carry-save adder if the carries are saved (stored) rather
than propagated.
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\ Fig. 8.7 Carry-propagate adder (CPA) and
EEEEE carry-save adder (CSA) functions in dot notation.
* Cin » Carry-propagate adder

L]
L]
L]
L]
L]
L]
7

Carry-save adder (CSA)

e & 6 0 00 or

> (3; 2)-counter

e o 0 0 0 0 or i A i
cec e ) 3-to-2 reduction circuit

Fig. 8.8 Specifying full- and half-adder blocks, with their
inputs and outputs, in dot notation.

;

/ / / / / j\-_— Half-adder

the two resulting numbers, we have the following results for the cost and delay of n-operand
addition:

Ccarryfsavefmultifadd = (n — )Ccsa + Ccpa
Tearry—save—multi—add = O(tree height + Tcpa) = O(log n +log k)

The needed CSAs are of various widths, but generally the widths are close to k bits; the CPA is
of width at most k + log, n.

An example for adding seven 6-bit numbers is shown in Fig. 8.10. A more compact tabular
representation of the same process is depicted in Fig. 8.11, where the entries represent the number
of dots remaining in the respective columns or bit positions. We begin on the first row with seven
dots in each of bit positions 0-5; these dots represent the seven 6-bit inputs. Two full-adders
are used in each 7-dot column, with each FA converting 3 dots in its column to one dot in that
column and one dot in the next higher column. This leads to the distribution of dots shown on the
second row of Fig. 8.11. Next, one full adder is used in each of the bit positions 0-5 containing

| |
CSA’_—I

Fig. 8.9 Tree of carry-save adders reducing seven numbers to two.
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®ie o oo o o

12 FAs

6 FAs

6 FAs

4FAs+1HA

Total cost = 7-bitadder + 28 FAs+1HA

Fig. 8.10 Addition of seven 6-bit numbers in dot

notation.

3 dots or more, and so on, until no column contains more than 2 dots (see below for details). At
this point, a carry-propagate adder is used to reduce the resulting two numbers to the final 9-bit

sum represented by a single dot in each of the bit positions 0-8.

In deriving the entries of a row from those of the preceding one, we begin with column 0 and
proceed to the leftmost column. In each column, we cast out multiples of 3 and for each group
of three that we cast out, we include 1 bit in the same column and 1 bit in the next column to
the left. Columns at the right that have already been reduced to 1 need no further reduction. The
rightmost column with a 2 can be either reduced using a half-adder or left intact, postponing its
reduction to the final carry-propagate adder. The former strategy tends to make the width of the

8 7 6 5 4 3 2 1 0
7 7 7 7 7 7

2 5 5 5 5 5 3

3 4 4 4 4 4 1

1 2 3 3 3 3 2 1

2 2 2 2 2 1 2 1

1 1 1 1

1

Carry-propagate adder

1

Bit position

6 X2=12FAs
6 FAs

6 FAs

4 FAs + 1 HA
7-bit adder

Fig. 8.11 Representing a seven-operand addition in tabular form.
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final CPA smaller, while the latter strategy minimizes the number of full and half-adders at the
expense of a wider CPA. In the example of Fig. 8.10, and its tabular form in Fig. 8.11, we could
have reduced the width of the final CPA from 7 bits to 6 bits by applying an extra half-adder to
the two dots remaining in bit position 1.

Figure 8.12 depicts a block diagram for the carry-save addition of seven k-bit numbers. By
tagging each line in the diagram with the bit positions it carries, we see that even though the
partial sums do grow in magnitude as more numbers are combined, the widths of the carry-save
adders stay pretty much constant throughout the tree. Note that the lowermost CSA in Fig. 8.12
could have been made only k — 1 bits wide by letting the two lines in bit position 1 pass through.
The carry-propagate adder would then have become k + 1 bits wide.

Of course carry-save addition can be implemented serially using a single CSA, as depicted
in Fig. 8.13. This is the preferred method when the operands arrive serially or must be read out
from memory one by one. Note, however, that in this case both the CSA and final CPA will have
to be wider.

8.3 WALLACE AND DADDA TREES

The CSA tree of Fig. 8.12, which reduces seven k-bit operands to two (k + 2)-bit operands
having the same sum, is known as a seven-input Wallace tree. More generally, an n-input Wallace
tree reduces its k-bit inputs to two (k + log, n — 1)-bit outputs. Since each CSA reduces the
number of operands by a factor of 1.5, the smallest height 4(n) of an n-input Wallace tree satisfies
the following recurrence:

[0 KAV 1[0 K] 10, k] [o‘[k'”mr e
kbit CSA | | kbitCsa |
1, AN\ [0, k—1] 1.4 |0 k-1]
k-bit CSA
1.4 [0, k—1]
k-bit CSA
2, k+1 6 i1, k=11
The index pair | k-bit CSA
[i,_ Ji| means that [1, k+1]
fbrgr‘r’]"isl:‘ft';sj 2 k+1]| 12, k+1]

are involved. k-bit CPA
’:2 I [2, k+1] 1 0

Fig. 8.12 Adding seven k-bit numbers and the CSA/CPA widths required.
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__l | Input Fig. 8.13 Serial carry-save addition by means of a
single CSA.
| csa |

] Sum register
] Carry register

| cPA |

|Output

hin) = 14+ h([2n/3])

Applying this recurrence provides an exact value for the height of an n-input Wallace tree. If
we ignore the ceiling operator in the preceding equation and write it as 2(n) = 1 + A(2n/3),
we obtain a lower bound for the height, 2(n) > log, 5(1/2), where equality occurs only for
n = 2, 3. Another way to look at the above relationship between the number of inputs and the
tree height is to find the maximum number of inputs n(#) that can be reduced to two outputs by
an h-level tree. The recurrence for n(h) is:

n(h) = [3n(h — 1)/2]

Again ignoring the floor operator, we obtain the upper bound n(k) < 2(3/2)". The lower bound
n(h) > 2(3/2)"~! is also easily established. The exact value of n(h) for 0 < # < 20 is given in
Table 8.1.

In Wallace trees, we reduce the number of operands at the earliest opportunity (see the
example in Fig. 8.10). In other words, if there are m dots in a column, we immediately apply
[m/3] full adders to that column. This tends to minimize the overall delay by making the final
CPA as short as possible.

However, the delay of a fast adder is usually not a smoothly increasing function of the word
width. A carry-lookahead adder, for example, may have essentially the same delay for word
widths 17-32 bits. In Dadda trees, we reduce the number of operands to the next lower number
in Table 8.1 using the fewest FAs and HAs possible. The justification is that 7, 8, or 9 operands,
say, require four CSA levels; thus there is no point in reducing the number of operands below
the next lower n(h) value in the table, since this would not lead to a faster tree.

Let us redo the example of Fig. 8.10 by means of Dadda’s strategy. Figure 8.14 shows the
result. We start with seven rows of dots, so our first task is to reduce the number of rows to

TABLE 8.1

The maximum number n(h) of inputs for an h-level carry-save-adder tree

h n(h) h n(h) h n(h)
0 2 7 28 14 474
1 3 8 42 15 711
2 4 9 63 16 1066
3 6 10 94 17 1599
4 9 11 141 18 2398
5 13 12 211 19 3597
6 19 13 316 20 5395
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Fig. 8.14 Using Dadda’s strategy to add seven 6-bit
numbers

3

o
Pii
.
'
P
<

Total cost = 7-bit CPA + 28 FAs + 1 HA

the next lower n(h) value (i.e., 6). This can be done by using 6 full adders; next, we aim for
four rows, leading to the use of 11 FAs, and so on. In this particular example, the Wallace and
Dadda approaches result in the same number of full and half-adders and the same width for the
CPA. Again, the CPA width could have been reduced to 6 bits by using an extra half-adder in
bit position 1.

Since a CPA has a carry-in signal that can be used to accommodate one of the dots, it is
sometimes possible to reduce the complexity of the CSA tree by leaving three dots in the least
significant position of the adder. Figure 8.15 shows the same example as in Figs. 8.10 and 8.14,
but with two FAs replaced with HAs, leaving an extra dot in each of the bit positions 1 and 2.

8.4 PARALLEL COUNTERS

A single-bit full adder is sometimes referred to as a (3; 2)-counter, meaning that it counts the
number of 1s among its three input bits and represents the result as a 2-bit number. This can be
easily generalized: an (n; [log,(n + 1)7)-counter has n inputs and produces a [log, (n + 1)7-bit
binary output representing the number of 1s among its » inputs. Such a circuit is also known as
an n-input parallel counter.

A 10-input parallel counter, or a (10; 4)-counter, is depicted in Fig. 8.16 in terms of both
dot notation and circuit diagram with full and half-adders. A row of such (10; 4)-counters, one
per bit position, can reduce a set of 10 binary numbers to 4 binary numbers. The dot notation
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Fig. 8.15 Adding seven 6-bit numbers by taking
advantage of the final adder’s carry-in.

6 FAs

11 FAs

6 FAs + 1 HA

3 FAs + 2 HA

Total cost = 7-bit CPA + 26 FAs + 3 HAs

representation of this reduction is similar to that of (3; 2)-counters, except that each diagonal
line connecting the outputs of a (10; 4) counter will go through four dots. A (7; 3)-counter can
be similarly designed.

Even though a circuit that counts the number of 1s among n inputs is known as a parallel
counter, we note that this does not constitute a true generalization of the notion of a sequential
counter. A sequential counter receives a single bit (the count signal) and adds it to a stored
count. A parallel counter, then, could have been defined as a circuit that receives n count signals
and adds them to a stored count, thus in effect incrementing the count by the sum of the input
count signals. Such a circuit has been called an “accumulative parallel counter” [Parh95]. An
accumulative parallel counter can be built from a parallel incrementer (a combinational circuit
receiving a number and producing the sum of the input number and n count signals at the output)
along with a storage register. Both parallel and accumulative parallel counters can be extended by
considering signed count signals. These would constitute generalizations of sequential up/down
counters [Parh89].

8.5 GENERALIZED PARALLEL COUNTERS

A parallel counter reduces a number of dots in the same bit position into dots in different
positions (one in each). This idea can be easily generalized to circuits that receive “dot patterns”
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Fig. 8.16 A 10-input parallel counter also known as a (10; 4)-counter.

(not necessarily in a single column) and convert them to other dot patterns (not necessarily one
in each column). If the output dot pattern has fewer dots that the input dot pattern, compression
takes place; repeated use of such circuits can eventually lead to the reduction of n numbers to a
small set of numbers (ideally two).

A generalized parallel counter (parallel compressor) is characterized by the number of dots
in each input column and in each output column. We do not consider such circuits in their full
generality but limit ourselves to those that output a single dot in each column. Thus, the output
side of such parallel compressors is again characterized by a single integer representing the
number of columns spanned by the output. The input side is characterized by a sequence of
integers corresponding to the number of inputs in various columns.

For example, a (4, 4; 4)-counter receives 4 bits in each of two adjacent columns and produces
a 4-bit number representing the sum of the four 2-bit numbers received. Similarly, a (5, 5; 4)-
counter, depicted in Fig. 8.17, reduces five 2-bit numbers to a 4-bit number. The numbers of input
dots in various columns do not have to be the same. For example, a (4, 6; 4)-counter receives
6 bits of weight 1 and 4 bits of weight 2 and delivers their weighted sum in the form of a 4-bit
binary number. For a counter of this type to be feasible, the sum of the output weights must
equal or exceed the sum of its input weights.

Fig. 8.17 Dot notation for a (5, 5; 4)-counter and
the use of such counters for reducing five numbers
to two numbers.
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Generalized parallel counters are quite powerful. For example, a 4-bit binary full adder is
really a (2, 2, 2, 3; 5)-counter.

Since our goal in multioperand carry-save addition is to reduce n numbers to two numbers,
we sometimes talk of (n; 2)-counters, even though, with our preceding definition, this does not
make sense forn > 3. By an (n; 2)-counter, n > 3, we usually mean a slice of a circuit that helps
us reduce 7 numbers to two numbers when suitably replicated. Slice i of the circuit receives
n input bits in position 7, plus transfer or “carry” bits from one or more positions to the right
(i — 1,i — 2, etc.), and produces output bits in the two positions i and i + 1 plus transfer bits
into one or more higher positions (i + 1, i + 2, etc.). If ¥; denotes the number of transfer bits
from slice i to slice i + j, the fundamental inequality to be satisfied for this scheme to work is

n+yn+vr+ P+ <3+2¢1 + 42 +8Ysz + -

where 3 represents the maximum value of the 2 output bits. For example, a (7; 2)-counter can
be built by allowing ¥; = 1 transfer bit from position i to position i + 1 and ¥, = 1 transfer
bit into position i + 2. For maximum speed, the circuit slice must be designed in such a way
that transfer signals are introduced as close to the circuit’s outputs as possible, to prevent the
transfers from rippling through many stages. Design of a (7; 2)-counter using these principles
is left as an exercise.

8.6 ADDING MULTIPLE SIGNED NUMBERS

When the operands to be added are 2’s-complement numbers, they must be sign-extended to
the width of the final result if multiple-operand addition is to yield their correct sum. The
example in Fig. 8.18 shows extension of the sign bits xj_1, yg—1, and zx—y across five extra
positions.

It appears, therefore, that sign extension may dramatically increase the complexity of the
CSA tree used for n-operand addition when n is large. However, since the sign extension bits
are identical, a single full adder can do the job of several full adders that would be receiving
identical inputs if used. With this hardware-sharing scheme, the CSA widths are only marginally
increased. For the three operands in Fig. 8.18a, a single (3; 2)-counter can be used in lieu of six
that would be receiving the same input bits x;_1, yr—1, and zz—1.

It is possible to avoid sign extension by taking advantage of the negative-weight interpreta-
tion of the sign bit in 2’s-complement representation. A negative sign bit —x;_; can be replaced
by 1 — x4_1 = X1 (the complement of xx—1), with the extra 1 canceled by inserting a —1 in
that same column. Multiple —1s in a given column can be paired, with each pair replaced by a
—1 in the next higher column. Finally, a solitary —1 in a given column is replaced by 1 in that
column and —1 in the next higher column. Eventually, all the —1s disappear off the left end and
at most a single extra 1 is left in some of the columns.

Figure 8.18b shows how this method is applied when adding three 2’s-complement num-
bers. The three sign bits are complemented and three —1s are inserted in the sign position. These
three —1s are then replaced by a 1 in the sign position and two —1s in the next higher position
(k). These two —1s are then removed and, instead, a single —1 is inserted in position k + 1. The
latter —1 is in turn replaced by a 1 in position k + 1 and a —1 in position k +2, and so on. The —1
that moves out from the leftmost position is immaterial in view of (k + 5)-bit 2’s-complement
arithmetic being performed modulo-2¢+5.
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Extended positions Sign Magnitude positions (’
Xf—1 Xg—1 Xg—1 Xk—1 Xk—1 Xk—1 X2 Xg—3 Xk—4 "+
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V-1 VE—2 Yh—3 Yk—4 "

Zk—1 2k—2 k-3 Zk—4" "
1

(b)

Fig. 8.18 Adding three 2’s-complement numbers by means of sign extension (a) and by the
method based on negatively weighted sign bits (b).

8.1 Pipelined multioperand addition

a. Present a design similar to Fig. 8.3 for adding a set of n input numbers, with a
throughput of one input per clock cycle, if each adder block is a two-stage pipeline.

b. Repeat part a for a pipelined adder with eight stages.

Discuss methods for using the pipelined multi-operand addition scheme of Fig. 8.3
when the number of pipeline stages in an adder block is not a power of 2. Apply your
method to the case of an adder with five pipeline stages.

8.2 Multioperand addition with two-operand adders Consider all the methods discussed
in Section 8.1 for adding » unsigned integers of width k using two-operand adders.

a. Using reasonable assumptions, derive exact, as opposed to asymptotic, expressions
for the delay and cost of each method.

b. Onatwo-dimensional coordinate system, with the axes representing » and k, identify
the regions where each method is best in terms of speed.

¢. Repeat part b, this time using delay x cost as the figure of merit for comparison.

8.3  Comparing multioperand addition schemes Consider the problem of adding # un-
signed integers of width &.
a. Identify two methods whose delays are O(log & + n) and O(k + log n).

b. On a two-dimensional coordinate system, with logarithmic scales for both n and
k, identify the regions in which one design is faster than the other. Describe your
assumptions about implementations.

¢. Repeat part b, this time comparing cost-effectiveness rather than just speed.

8.4  Building blocks for multioperand addition A carry-save adder reduces three binary
numbers to two binary numbers. It costs ¢ units and performs its function with a time
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8.6

8.7

8.8

8.9

delay d. An “alternative reduction adder” (ARA) reduces five binary numbers to two
binary numbers. It costs 3¢ units and has a delay of 2d.

a. Which of the two elements, CSA or ARA, is more cost-effective for designing a tree
that reduces 32 operands to 2 operands if used as the only building block? Ignore the
widths of the CSA and ARA blocks and focus only on their numbers.

b. Propose an efficient design for 32-to-2 reduction if both CSA and ARA building
blocks are allowed.

Carry-save adder trees Consider the problem of adding eight 8-bit unsigned binary
numbers.

a. Using tabular representation, show the design of a Wallace tree for reducing the 8
operands to two operands.
b. Repeat part a for a Dadda tree.

c. Compare the two designs with respect to speed and cost.

Carry-save adder trees We have seen that the maximum number of operands that can
be combined using an A-level tree of CSAs is n(h) = [3n(h — 1)/2].

a. Prove the inequality n(h) > 2n(h — 2).

b. Prove the inequality n(h) > 3n(h — 3).

c.  Show that both bounds of parts a and b are tight by providing one example in which
equality holds.

d. Prove the inequality n(k) > n(h — a){n(a)/2] for a > 0. Hins: Think of the h-
level tree as the top h — a levels followed by an a-level tree and consider the lines
connecting the two parts.

A three-operand addition problem Effective 24-bit addresses in the IBM System 370
family of computers were computed by adding three unsigned values: two 24-bit numbers
and a 12-bit number. Since address computation was needed for each instruction, speed
was critical and using two addition steps wouldn’t do, particularly for the faster computers
in the family.

a. Suggest a fast addition scheme for this address computation. Your design should
produce an “address invalid” signal when there is an overflow.

b. Extend your design so that it also indicates if the computed address is in the range
[0, u], where u is a given upper bound (an input to the circuit).

Parallel counters Design a 255-input parallel counter using (7; 3)-counters and 4-bit
binary adders as the only building blocks.

Parallel counters Consider the synthesis of an n-input parallel counter.

a. Prove that n — log, n is a lower bound on the number of full adders needed.
b. Show that # full adders suffice for this task. Hint: Think in terms of how many full
adders might be used as half-adders in the worst case.

c. Prove that log, n + log; n — 1 is a lower bound on the number of full-adder levels
required. Hint: First consider the problem of determining the least significant output
bit, or actually, that of reducing the weight-2° column to 3 bits.
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Generalized parallel counters Consider a (1, 4, 3; 4) generalized parallel counter.

a. Design the generalized parallel counter using only full-adder blocks. '
b. Show how this generalized parallel counter can be used as a 3-bit binary adder.

¢. Use three such parallel counters to reduce five 5-bit unsigned binary numbers into
three 6-bit numbers.

d. Show how such counters can be used for 4-to-2 reduction.

Generalized parallel counters

Is a (3, 1; 3)-counter useful? Why (not)?
Design a (3, 3; 4)-counter using (3; 2)-counters as the only building blocks.
Use the counters of part b, and a 12-bit adder, to build a 6 x 6 unsigned multiplier.

B g

Viewing a 4-bit binary adder as a (2, 2, 2, 3; 5)-counter and using dot notation, design
a circuit to add five 6-bit binary numbers using only 4-bit adders as your building
blocks.

Generalized parallel counters We want to design a slice of a (7; 2)-counter as discussed
at the end of Section 8.5.

a. Present a design for slice i based on v, = 1 transfer bit from position i — 1 along
with yr, = 1 transfer bit from position i — 2.

b. Repeat part a with | = 4 transfer bits from position i — 1 and ¥, = 0.

¢. Compare the designs of parts a and b with respect to speed and cost.

Generalized parallel counters We have seen that a set of k/2 (5, 5; 4)-counters can be
used to reduce five k-bit operands to two operands. Hint: This is possible because the
4-bit outputs of adjacent counters overlap in 2 bits, making the height of the output dot
matrix equal to 2.

a. What kind of generalized parallel counter is needed to reduce seven operands to two
operands?
b. Repeat part a for reducing nine operands.

¢. Repeat part a for the general case of n operands, obtaining the relevant counter
parameters as functions of ».

Accumulative parallel counters Design a 12-bit, 50-input accumulative parallel counter.
The counter has a 12-bit register in which the accumulated count is kept. When the “count”
signal goes high, the input count (a number between 0 and 50) is added to the stored count.
Try to make your design as fast as possible. Ignore overflow (i.e., assume modulo-2'?
operation). Hint: A 50-input parallel counter followed by a 12-bit adder isn’t the best
design.

Unsigned versus signed multioperand addition We want to add four 4-bit binary
numbers.

a. Construct the needed circuit, assuming unsigned operands.

b. Repeat part a, assuming sign-extended 2’s-complement operands.

c. Repeat part a, using the negative-weight interpretation of the sign bits.
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PART
11

MULTIPLICATION

Multiplication, often realized by k cycles of shifting and adding, is a heavily used
arithmetic operation that figures prominently in signal processing and scientific
applications. In this part, after examining shift/add multiplication schemes and
their various implementations, we note that there are but two ways to speed up
the underlying multioperand addition: reducing the number of operands to be
added leads to high-radix multipliers, and devising hardware multioperand adders
that minimize the latency and/or maximize the throughput leads to tree and array
multipliers. Of course, speed is not the only criterion of interest. Cost, VLSI area,
and pin limitations favor bit-serial designs, while the desire to use available building
blocks leads to designs based on additive multiply modules. Finally, the special case
of squaring is of interest as it leads to considerable simplification. This part consists
of the following four chapters:

Chapter 9  Basic Multiplication Schemes
Chapter 10 High-Radix Multipliers
Chapter 11  Tree and Array Multipliers
Chapter 12 Variations in Multipliers
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Chapter

9 |BASIC MULTIPLICATION
SCHEMES

The multioperand addition process needed for multiplying two k-bit
operands can be realized in k cycles of shifting and adding, with hardware,
firmware, or software control of the loop. In this chapter, we review such
economical, but slow, bit-at-a-time designs and set the stage for speedup
methods and variations to be presented in Chapters 10-12. We also consider
the special case of multiplication by a constant. Chapter topics include:

9.1 Shift/Add Multiplication Algorithms
9.2 Programmed Multiplication

9.3 Basic Hardware Multipliers

9.4 Multiplication of Signed Numbers
9.5 Multiplication by Constants

9.6 Preview of Fast Multipliers

9.1 SHIFT/ADD MULTIPLICATION ALGORITHMS

The following notation is used in our discussion of multiplication algorithms:

a Multiplicand Ap—10k—_2 **+ A140
x Multiplier Xje1Xk—2 " " - X1X0
p Product (@ x x) pax—1P2k—2-"-P1P0

Figure 9.1 shows the multiplication of two 4-bit unsigned binary numbers in dot notation. The
two numbers a and x are shown at the top. Each of the following four rows of dots corresponds
to the product of the multiplicand @ and a single bit of the multiplier x, with each dot representing
the product (logical AND) of two bits. Since x; is in {0, 1}, each term x;a is either O or a. Thus,
the problem of binary multiplication reduces to adding a set of numbers, each of which is 0 or
a shifted version of the multiplicand a.

143
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esee g Fig. 9.1 Multiplication of two 4-bit unsigned binary numbers in
Xeoeoe x dot notation.
e o 00 Xpd 20
e o o 0 Xqa 21
LN 1 2
Xxoa 2
. . xga 23

Figure 9.1 also applies to nonbinary multiplication, except that with r > 2, computing the
terms x;a becomes more difficult and the resulting numbers will be one digit wider than cf The
rest of the process (multioperand addition), however, remains substantially the same.

Sequential or bit-at-a-time multiplication can be done by keeping a cumulative partlal
product (initialized to 0) and successively adding to it the properly shifted terms x;a. Since each
successive number to be added to the cumulative partial product is shifted by one bit with respect
to the preceding one, a simpler approach is to shift the cumulative partial product by one bit in
order to align its bits with those of the next partial product. Two versions of this algorithm can
be devised, depending on whether the partial product terms x;a in Fig. 9.1 are processed from
top to bottom or from bottom to top.

In multiplication with right shifts, the partial product terms x;a are accumulated from top
to bottom:

pUtY = (p9 +x;a2527" with p©@ =0and p* = p
[— add —|
|— shift right —|
Because the right shifts will cause the first partial product to be multiplied by 27* by the time
we are done, we premultiply a by 2¥ to offset the effect of the right shifts. This premultiplication
is done simply by aligning a with the upper half of the 2k-bit cumulative partial product in the

addition steps (i.e., storing a in the left half of a double-length register).
After k iterations, the preceding recurrence leads to:

p(k) =ax + p(0)2—k

Thus if instead of 0, p is initialized to y2* the expression ax + y will be evaluated. This
multiply-add operation is quite useful for many applications and is performed at essentially no
extra cost compared to plain shift/add multiplication.

In multiplication with left shifts, the terms x;a are added up from bottom to top:

p(j+1) — 2p(j) + X j1a with p(O) =0 and p(k) =p

shift
left

|—— add ——|
After k iterations, the preceding recurrence leads to:
p® = ax 4+ p®ok

In this case, the expression ax + y will be evaluated if we initialize p© to y27.
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Right-shift algorithm Left-shift algorithm

a 1010 a 1010

X 1011 X 1011

p0) 0000 p0) 0000

xa 1010 2p(0) 0 0000
+X3a 1010

2p) 01010

p() 0101 0 pM 0 1010

+xa 1010 2p(M) 01 0100
X8 0000

2p@ 01111 0 ‘

p@ 0111 10 p@ / 01 0100

+X0a 0000 2p@ 010 1000
+X1a 1010

2p® 00111 10

p® 0011 110 p®) 011 0010

+Xaa 1010 2p® 0110 0100
+Xpa 1010

2p® 01101 110

p4 0110 1110 p®» 0110 1110

Fig. 9.2 Examples of sequential multiplication with right and left shifts.

Figure 9.2 shows the multiplication of @ = (10)en = (1010)wo and x = (I11en =
(1011)gwo, to obtain their product p = (110)en = (0110 1110)iwo, using both the right- and
left-shift algorithms.

From the examples in Fig. 9.2, we see that the two algorithms are quite similar. Each
algorithm entails k additions and k shifts; however, additions in the left-shift al gorithm are 2k bits
wide (the carry produced from the lower k bits may affect the upper k bits), whereas the right-shift
algorithm requires k-bit additions. For this reason, multiplication with right shifts is preferable.

9.2 PROGRAMMED MULTIPLICATION

On a processor that does not have a multiply instruction, one can use shift and add instructions
to perform integer multiplication. Figure 9.3 shows the structure of the needed program for the
right-shift algorithm. The instructions used in this program fragment are typical of instructions
available on many processors.

Ignoring operand load and result store instructions (which would be needed in any case), the
function of amultiply instruction is accomplished by executing between 6k-+3 and 7k+3 machine
instructions, depending on the multiplier. For 32-bit operands, this means 200" instructions on
the average. The situation improves somewhat if a special instruction that does some or all of the
required functions within the multiplication loop is available. However, even then, no fewer than
32 instructions are executed in the multiplication loop. We thus see the importance of hardware
multipliers for applications that involve a great deal of numerical computations.

Processors with microprogrammed control and no hardware multiplier essentially use a
microroutine very similar to the program in Fig. 9.3 to effect multiplication. Since microin-
structions typically contain some parallelism and built-in conditional branching, the number of
microinstructions in the main loop is likely to be smaller than 6. This reduction, along with the
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{Multiply, using right shifts, unsigned m_cand and m_ier,
storing the resultant 2k-bit product in p_high and p_low.
Registers: RO hoids 0 Rc for counter

Ra form_cand Rx for m_ier

Rp for p_high  Rq for p_low}

{Load operands into registers Ra and Rx}

mult:  load Ra with m_cand
load Rx with m_jer

{Initialize partial product and counter}

copy RO into Rp
copy RO into Rg
load k into Re ‘

{Begin multiplication loop}

m_loop: shift Rx right 1 {LSB moves to carry flag}
branch no_add if carry =0
add Ra to Rp {carry flag is set to Coyt}
no_add: rotate Rp right 1 {carry to MSB, LSB to carry}
rotate Rq right 1 {carry to MSB, LSB to carry}
decr Rc {decrement counter by 1}

branch m_loop if Rc = 0
{Store the product}
store Rp into p_high

store Rqinto p_low
m_done: ...

Fig. 9.3 Programmed multiplication using the right-shift algorithm.

savings in machine instruction fetching and decoding times, makes multiplication microroutines
significantly faster than their machine-language counterparts, though still slower than hardwired
implementations we examine next.

9.3 BASIC HARDWARE MULTIPLIERS

Hardware realization of the multiplication algorithm with right shifts is depicted in Fig. 9.4. The
multiplier x and the cumulative partial product p are stored in shift registers. The next bit of the
multiplier to be considered is always available at the right end of the x register and is used to
select 0 or a for the addition. Addition and shifting can be performed in two separate cycles or
in two subcycles within the same clock cycle. In either case, temporary storage for the adder’s
carry-out signal is needed. Alternatively, shifting can be performed by connecting the ith sum
output of the adder to the (k 4 i — 1)th bit of the partial product register and the adder’s carry-out
to bit 2k — 1, thus doing the addition and shifting in the same cycle.

The control portion of the multiplier, which is not shown in Fig. 9.4, consists of a counter
to keep track of the number of iterations and a simple circuit to effect initialization and detect
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Fig. 9.4 Hardware realization of the sequential multiplication
algorithm with additions and right-shifts.

k-bit adder

termination. Note that the multiplier and the lower half of the cumulative partial product can
share the same register, since as p expands into this register, bits of x are relaxed, keeping the
total number of bits at 2k.

Figure 9.5 shows the double-width register shared by the cumulative partial product and
the unused part of the multiplier, along with connections needed to effect simultaneous loading
and shifting. Since the register is loaded at the very end of each cycle, the change in its least
significant bit, which is controlling the current cycle, will not cause any problem.

Hardware realization of the algorithm with left shifts is depicted in Fig. 9.6. Here too the
multiplier x and the cumulative partial product p are stored in shift registers, but the registers
shift to the left rather than to the right. The next bit of the multiplier to be considered is always
available at the left end of the x register and is used to select O or a for the addition. Note that a
2k-bit adder (actuaﬂy, a k-bit adder in the lower part, augmented with a k-bit incrementer at the
upper end) is needed in the hardware realization of multiplication with left shifts. Because the
hardware in Fig. 9.6 is more complex than that in Fig. 9.4, multiplication with right shifts is
the preferred method.

The control portion of the multiplier, which is not shown in Fig. 9.6, is similar to that for
multiplication with right shifts. Here, register sharing is possible for the multiplier and the upper
half of the cumulative partial product, since with each 1-bit expansion in p, one bit of x is relaxed.
One difference with the right-shift scheme is that because the double-width register is shifted
at the beginning of each cycle, temporary storage is required for keeping the multiplier bit that
controls the rest of the cycle.

Adder's Adder's Fig. 9.5 Combining the loading and shifting
carry-out  sum of the double-width register holding the partial

Unused part product and the partially used multiplier.
k k=1 1 of the multiplier
A~ /

[ Partial product | ]
T

To adder To mux control
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4— Fig. 9.6 Hardware realization of the sequential multiplication
m algorithm with left shifts and additions.
<4F

| Partial | product ]

9.4 MULTIPLICATION OF SIGNED NUMBERS

The preceding discussions of multiplication algorithms and hardware realizations assume un-
signed operands and result. Multiplication of signed-magnitude numbers needs little more, since
the product’s sign can be computed separately by XORing the operand signs.

One way to multiply signed values with complement representations is to complement
the negative operand(s), multiply unsigned values, and then complement the result if only one
operand was complemented at the outset. Such an indirect multiplication scheme is quite efficient
for 1’s-complement numbers but involves too much overhead for 2’s-complement representation.
It is preferable to use a direct multiplication algorithm for such numbers, as discussed in the
remainder of this section.

We first note that the preceding bit-at-a-time algorithms can work directly with a negative
2’s-complement multiplicand and a positive multiplier. In this case, each x;a term will be a
2’s-complement number and the sum will be correctly accumulated if we use sign-extend values
during the addition process. Figure 9.7 shows the multiplication of a negative multiplicand
a=(—10)e, = (10110)2/5_compt by a positive multiplier x = (11)e, = (01011) 75— comp! uSing
the right-shift algorithm. Note that the leftmost digit of the sum p + x;a is obtained assuming
sign-extended operands.

In view of the negative-weight interpretation of the sign bit in 2’s-complement numbers, a
negative 2’s-complement multiplier can be handled correctly if x;_;a is subtracted, rather than
added, in the last cycle. In practice, the required subtraction is performed by adding the 2’s-
complement of the multiplicand or, actually, adding the 1’s-complement of the multiplicand and
inserting a carry-in of 1 into the adder (see Fig. 2.7). The required control logic becomes only
slightly more complex. Figure 9.8 shows the multiplication of negative values a = (—10)en =
(10110)2/s—compl and x = (—=11)en = (10101),wo by means of the right-shift algorithm,

Multiplication with left shifts becomes even less competitive when we are dealing with
2’s-complement numbers directly. Referring to Fig. 9.6, we note that the multiplicand must be
sign-extended by k bits. We thus have a more complex adder as well as slower additions. With
right shifts, on the other hand, sign extension occurs incrementally; thus the adder needs to be
only one bit wider. Alternatively, a k-bit adder can be augmented with special logic to handle
the extra bit at the left.
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Fig. 9.7 Sequential multiplication of 2’s-complement
numbers with right-shifts (positive multiplier).
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An alternate way of dealing with 2’s-complement numbers is to use Booth’s recoding to
represent the multiplier x in signed-digit format.

Booth’s recoding (also known as Booth’s encoding) was first proposed for speeding up
radix-2 multiplication in early digital computers. Recall that radix-2 multiplication consists of
a sequence of shifts and adds. When 0 is added to the cumulative partial product in a step,

Fig. 9.8 Sequential multiplication of 2’s-complement

a 10110 numbers with right-shifts (negative multiplier).
x 10101

Pl 00000

+Xxp0a 10110

20 110110

p1) 11011 0

+Xx1a 00000

2p2 111011 0

P2 11101 10
+Xp8 10110

2p® 110011 10

PR3 11001 110
+X3a 00000

269 111001 110
p4) 11100 1110
+-x48) 01010

208 000110 1110
pi5) 00011 01110
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the addition operation can be skipped altogether. This does not make sense in the designs
of Figs. 9.4 and 9.6, since the data paths go through the adder. But in an asynchronous im-
plementation, or in developing a (micro)program for multiplication, shifting alone is faster
than addition followed by shifting, and one may take advantage of this fact to reduce the
multiplication time on the average. The resulting algorithm or its associated hardware im-
plementation will have variable delay depending on the multiplier value: the more 1s there
are in the binary representation of x, the slower the multiplication. Booth observed that when-
ever there are a large number of consecutive 1s in x, multiplication can be speeded up by
replacing the corresponding sequence of additions with a subtraction at the least significant
end and an addition in the position immediately to the left of its most significant e}nd. In
other words: /

2j+2j~—1_+___'+2i+1+2i:2j+|_2i

The longer the sequence of 1s, the larger the savings achieved. The effect of this trans-
formation is to change the binary number x with digit set [0, 1] to the binary signed-digit
number y using the digit set [—1, 1]. Hence, Booth’s recoding can be viewed as a kind of
digit-set conversion. Table 9.1 shows how the digit y; of the recoded number y can be ob-
tained from the two digits x; and x;_; of x. Thus, as x is scanned from right to left, the
digits y; can be determined on the fly and used to choose add, subtract, or no-operation in
each cycle.

For example, consider the following 16-bit binary number and its recoded version:

1001 1101 1010 1110 Operandx
(1)-1010 0-110 -11-11 00-10 Recoded version y

In this particular example, the recoding does not reduce the number of additions. However, the
example serves to illustrate two points. First, the recoded number may have to be extended by
one bit if the value of x as an unsigned number is to be preserved. Second, if x is a 2’s-complement
number, then not extending the length (ignoring the leftmost 1 in the recoded version above)
leads to the proper handling of negative numbers. Note how in the example, the sign bit of the
2’s-complement number has assumed a negative weight in the recoded version, as it should. A
complete multiplication example is given in Fig. 9.9.

Radix-2 Booth recoding is not directly applied in modern arithmetic circuits, but it
serves as a.tool in understanding the radix-4 version of this recoding, to be discussed in
Section 10.2.

TABLE 9.1

Radix-2 Booth’s recoding

X; Xi—1 ¥i Explanation

0 0 0 No string of 1s in sight

0 1 1 End of string of 1s in x

1 0 -1 Beginning of string of 1s in x

1 1 0 Continuation of string of 1s in x
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Fig. 9.9 Sequential multiplication of 2’s-complement

a 10110

X 10101 Muliplier numbers with right shifts by means of Booth’s recoding.
y -1 171 171 Booth-recoded
p© 00000

+yoda 01010

2p) 001010

o 00101 0

+yqa 10110

22 111011 0

p2) 11101 10

+yoa 01010

20 000111 10

p3) 00011 110

+yaa 10110

204 111001 110

p4) 11100 1110
+yaa 01010

2050 000110 1110
p(5) 00011 01110

9.5 MULTIPLICATION BY CONSTANTS

When a hardware multiplier, or a corresponding firmware routine, is unavailable, multiplication
must be performed by a software routine similar to that in Fig. 9.3. In applications that are not
arithmetic-intensive, loss of speed due to the use of such routines is infrequent, hence tolera-
ble. However, many applications involve frequent use of multiplication; in these applications,
indiscriminate use of such slow routines may be unacceptable.

Even for applications involving many multiplications, it is true that in a large fraction
of cases, one of the operands is a constant that is known at compile time. We all know that
multiplication and division by powers of 2 can be done through shifting. It is less obvious that
multiplication by many other constants can be performed by short sequences of simple instruc-
tions without a need to invoke the complicated general multiplication routine or instruction.

Besides explicit multiplications appearing in arithmetic expressions within programs, there
are many implicit multiplications to compute offsets into arrays. For example, if an m x n array
A is stored in row-major order, the offset of the element A; ; (assuming 0-origin indexing) is
obtained from the expression ni + j. In such implicit multiplications, as well as in a significant
fraction of explicit ones, one of the operands is a constant. A multiply instruction takes much
longer to execute than a shift or an add instruction even if a hardware multiplier is available.
Thus, one might want to avoid the use of a multiply instruction even when it is supported by
the hardware.

There are two aspects to multiplication by integer constants. First, one would like to produce
optimal or near-optimal code using as few registers as possible. Second, one would like to find
the best code by an algorithm that does not require an inordinate amount of time or space. In
the examples that follow, R; denotes the register holding the multiplicand and R; will denote
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an intermediate result that is i times the multiplicand (e.g., Rgs denotes the result of multiplying
the multiplicand a by 65).

A simple way to multiply the contents of a register by an integer constant multiplier is to
write the multiplier in binary format and to use shifts and adds according to the 1s in the binary
representation. For example to multiply R; by 113 = (1110001),,, one might use:

R, <« R; shift-left 1 N
R; < R +R
Rs < Ry shiftleft 1 w
R7 <« Re+Ry i
Ri2 <« Ry shift-left 4

Rz <« Rip+R

Only two registers are required; one to store the multiplicand a and one to hold the partially
computed result.
If a shift-and-add instruction is available, the sequence above becomes:

R; <« R;shift-left 1 + R,
R, <« Rjshift-left 1 + R,
Ri13 <« Ryshift-left 4 + R,

If only single-bit shifts are allowed, the last instruction in the preceding sequence must be
replaced by three shifts followed by a shift-and-add. Note that the pattern of shift-and-adds
and shifts (s&a, s&a, shift, shift, shift, s&a) in this latter version matches the bit pattern of the
multiplier if its MSB is ignored (110001).

Many other instruction sequences are possible. For example, one could proceed by comput-
ing Rys, R32, Res, Res, Ro7(Res + R3y), and Ry13(Ro7 + Ry¢). However, this would use up more
registers. If subtraction is allowed in the sequence, the number of instructions can be reduced in
some cases. For example, by taking advantage of the equality 113 = 128—164+1 = 16(8—1)+1,
one can derive the following sequence of instructions for multiplication by 113:

Rg < Rj shift-left 3
Ry <~ Rg—R

Rijz <« Ry shift-left 4
Ris < Riz+Ry

In general, the use of subtraction helps if the binary representation of the integer has several
consecutive 1s, since a sequence of j consecutive 1s can be replaced by 1000 ---00 -1, where
there are j — 1 zeros (Booth’s recoding).

Factoring a number sometimes helps in obtaining efficient code. For example, to multiply
Ry by 119, one can use the fact that 119 = 7 x 17 = (8 — 1) x (16 + 1) to obtain the sequence:

Rs < R shiftleft3
R, <~ Rg—R;

Riz <« Ry shift-left 4
Riwy < Riz+Ry
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With shift-and-add/subtract instructions, the preceding sequence reduces to only two
instructions:

R; <« R shift-left 3 — R
Rig <« Ry shift-left 4 + Ry

In general, factors of the form 2° + 1 translate directly into a shift followed by an add or subtract
and lead to a simplification of the computation sequencel

In a compiler that removes common subexpressioﬁs, moves invariant code out of loops,
and performs a reduction of strength on multiplications inside loops (in particular changes
multiplications to additions where possible), the effect of multiplication by constants is quite
noticeable. It is not uncommon to obtain a 20% improvement in the resulting code, and some
programs exhibit 60% improved performance [Bern86].

9.6 PREVIEW OF FAST MULTIPLIERS

If one views multiplication as a multioperand addition problem, there are but two ways to speed
it up:

Reducing the number of operands to be added.
Adding the operands faster.

Reducing the number of operands to be added leads to high-radix multipliers in which several
bits of the multiplier are multiplied by the multiplicand in one cycle. Speedup is achieved for
radix 2/ as long as multiplying j bits of the multiplier by the multiplicand and adding the result
to the cumulative partial product takes less than j times as long as multiplying one bit and adding
the result. High-radix multipliers are covered in Chapter 10.

To add the partial products faster, one can design hardware multioperand adders that
minimize the latency and/or maximize the throughput by using some of the ideas discussed
in Chapter 8. These techniques lead to tree and array multipliers, which form the subjects of
Chapter 11.

9.1 Multiplication in dot notation In Section 9.1, it was stated that for r > 2, Fig. 9.1
must be modified (since the partial product terms x;a will be wider than a). Is there an
exception to this general statement?

9.2  Unsigned sequential multiplication Multiply the following 4-bit binary numbers using
both the right-shift and left-shift multiplication algorithms. Present your work in the form
of Fig. 9.2.

a. a = 1001 and x = 0101
b. a = .1101 and x = .1001

9.3  Unsigned sequential multiplication Multiply the following 4-digit decimal numbers
using both the right-shift and left-shift multiplication algorithms. Present your work in
the form of Fig. 9.2.
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9.4

9.5

9.6

9.7

9.8

9.9

a. a = 8765 and x = 4321
b. a = .8765 and x = 4321

Two’s-complement sequential multiplication Represent the following signed-
magnitude binary numbers in 5-bit, 2’s-complement format and multiply them using
the right-shift algorithm. Present your work in the form of Fig. 9.7. Then, redo each
multiplication using Booth’s recoding, presenting your work in the form of Fig. 9.9.

a = +.1001 and x = +.0101 \‘

a = +.1001 and x = —.0101

a = —.1001 and x = +.0101

a = —.1001 and x = —.0101

g0 g P

Programmed multiplication

a. Write the multiplication routine of Fig. 9.3 for a real processor of your choice.
b. Modify the routine of part a to correspond to multiplication with left shifts.
c.  Compare the routines of parts a and b with respect to average speed.

d. Modify the routines of parts a and b so that they compute ax + y. Compare the
resulting routines with respect to average speed.

Basic hardware multipliers

a. Inahardware multiplier with right shifts (Fig. 9.4), the adder’s input multiplexer can
be moved to its output side. Show the resulting multiplier design and compare it with
respect to cost and speed to that in Fig. 9.4.

b. Repeat part a for the left-shift multiplier depicted in Fig. 9.6.

Multiplication with left shifts Consider a hardware multiplier with left shifts as in Fig.
9.6, except that multiplier and the upper half of the cumulative partial product share the
same register.

a. Draw a diagram similar to Fig. 9.5 for multiplication with left shifts.

b. Explain why carries from adding the multiplicand to the cumulative partial product
do not move into, and change, the unused part of the multiplier.

Basic multiply-add units

a. Show how the multiplier with right shifts, depicted in Fig. 9.4, can be modified to
perform a multiply-add step with unsigned operands (compute ax + y), where the
additive operand y is stored in a special register.

b. Repeat part a for the left-shift multiplier depicted in Fig. 9.6.
Extend the design of part a to deal with signed operands.

& o

Repeat part b for signed operands and compare the result to part c.

Direct 2’s-complement multiplication

a. Show how the example multiplication depicted in Fig. 9.7 would be done with the
left-shift multiplication algorithm.



9.10

9.11

9.12

9.13

9.14

9.15

PROBLEMS 155

b. Repeat part a for Fig. 9.8.
¢. Repeat part a for Fig. 9.9.

Booth’s recoding Using the fact that we have y; = xj—1 — X; in Table 9.1, prove the
correctness of Booth’s recoding algorithm for 2’s-complement numbers.

Direct 1’s-complement multiplication Describe and justify a direct multiplication
algorithm for 1’s-complement numbers. Hint: Use initialization of the cumulative partial
product and a modified last iteration.

Multiplication of BSD numbers

a. Multiply the binary signed—digit numbers (1 01 0 Dgsp and (0 -1 1 0 -1)psp using
the right-shift algorithm.

b. Repeat part a using the left-shift algorithm.

Design the circuit required for obtaining the partial product x;a for a sequential BSD
hardware multiplier.

Fully serial multipliers

a. A fully serial multiplier with right shifts is obtained if the adder of Fig. 9.4 isreplaced
with a bit-serial adder. Show the block diagram of the fully serial multiplier based
on the right-shift multiplication algorithm.

b. Design the required control circuit for the fully serial multiplier of part a.

Does a fully serial multiplier using the left-shift algorithm make sense?

Multiplication by constants Using shift and add/subtract instructions only, devise
efficient routines for multiplication by the following decimal constants. Assume 32-bit
unsigned operands. Make sure that intermediate results do not lead to overflow.

a. 43

b. 129

c. 135

d. 189

d. 211

e. 867

f.  8.75 (the result is to be rounded down to an integer)

Multiplication by constants

a. Devise a general method for multiplying an integer a by constant multipliers of the
form 2/ + 2i, where 0 < i < j (e.g., 36 = 25 + 22,66 = 26 +2").
b. Repeat part a for constants of the form 2/ — 2‘. Watch for possible overflow.

c. Repeat part a for constants of the form 1 +27" +27/ + 2-=I_ rounding the result
down to an integer.
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Chapter
10 |HIGH-RADIX

MULTIPLIERS

In this chapter, we review multiplication schemes that handle more than one
bit of the multiplier in each cycle (2 bits per cycle in radix 4, 3 bits in radix 8,
etc.). The reduction in the number of cycles, along with the use of recoding
and carry-save addition to simplify the required computations in each cycle,
leads to significant gains in speed over the basic multipliers of Chapter 9.
Chapter topics include:

10.1 Radix-4 Multiplication

10.2 Modified Booth’s Recoding

10.3 Using Carry-Save Adders

10.4 Radix-8 and Radix-16 Multipliers
10.5 Multibeat Multipliers

10.6 VLSI Complexity Issues

10.1 RADIX-4 MULTIPLICATION

For a given range of numbers to be represented, a higher representation radix leads to
fewer digits. Thus, a digit-at-a-time multiplication algorithm requires fewer cycles as we
move to higher radices. This motivates us to study high-radix multiplication algorithms
and associated hardware implementations. Since a k-bit binary number can be interpreted
as a [k/2]-digit radix-4 number, a [k/3]-digit radix-8 number, and so on, the use of high-
radix multiplication essentially entails dealing with more than one bit of the multiplier in
each cycle.

We begin by presenting the general radix-r versions of the multiplication recurrences given
in Section 9.1:

pUtY = (p¥ + x;a r¥)r~! with p© =0 and p® =p
I— add —|
|— shift right —|

157
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a Fig. 10.1 Radix-4, or two-bit-at-a-time, multiplication in
X dot notation.

0

(X1 XO)two a 41

(X3X2) o @4

® 6 0 ¢ 0 0 0 o p

D = pp +xi—jo1a with p©@ =0and p® = p

' shift
left

|— add —|

p

Since multiplication by r~! or r still entails ri ght or left shifting by one digit, the only difference
between high-radix and radix-2 multiplication is in forming the terms x;a, which now require
more computation.

For example, if multiplication is done in radix 4, in each step, the partial product term
(xi 11X )wwo a needs to be formed and added to the cumulative partial product. Figure 10.1 shows
the multiplication process in dot notation. Straightforward application of this method leads to the
following problem. Whereas in radix-2 multiplication, each row of dots in the partial products
matrix represents O or a shifted version of a, here we need the multiples Oa, la, 2a, and 3a. The
first 3 of these present no problem (2a is simply the shifted version of a). But computing 3a
needs at least an addition operation (3a = 2a + a).

In the remainder of this section, and in Section 10.2, we review several solutions for the
preceding problem in radix-4 multiplication.

The first option is to compute 3a once at the outset and store it in a register for future use.
Then, the rest of the multiplier hardware will be very similar to that depicted in Fig. 9.4, except
that the two-way multiplexer is replaced by a four-way multiplexer as shown in Fig. 10.2. An
example multiplication is given in Fig. 10.3.

Another possible solution exists when 3a needs to be added: we add —a and send a carry
of 1 into the next radix-4 digit of the multiplier (Fig. 10.4). Including the incoming carry, the
needed multiple in each cycle is in [0, 4]. The multiples 0, 1, and 2 are handled directly, while
the multiples 3 and 4 are converted to —1 and 0, respectively, plus an outgoing carry of 1. An
extra cycle may be needed at the end because of the carry.

The multiplication schemes depicted in Figs. 10.2 and 10.4 can be extended to radices
8, 16, etc., but the multiple generation hardware becomes more complex for higher radices,
nullifying most, if not all, of the gain in speed due to fewer cycles. For example, in radix 8 one
needs to precompute the multiples 3¢, 5a, and 7a, or else precompute only 3a and use a carry

Multiplier Fig. 10.2 The multiple generation part of a radix-4
L 3a "l [ Iﬂ multiplier with precomputation of 3a.

0 a 2a 2-bit shifts

X1

To the adder



10.2 MODIFIED BOOTH’S RECODING 159

Fig. 10.3 Example of radix-4 multiplication using

a 0110 the 3a multiple.
3a 010010
X 1110
0) 0000
+(X120)two 2 001100
4p 001100
1) 0011 00
+(X3X2)wo @ 010010
4p(2) 01010 00
p2 0101 0100
Multiplier
2-bit shifts—p»
Xig} |xi c
_ r
0 a 2a-a +C :Fry Setif X1 = Xxi =1
mod 4 orif xip1 = ¢ =1

To the adder

Fig. 10.4 The multiple generation part of a radix-4 multiplier based on replacing 3a with 4a (carry
into the next higher radix-4 multiplier digit) and —a.

scheme similar to that in Fig. 10.4 to convert the multiples 5a, 64, and 7a to —3a, —2a, and —a,
respectively, plus a carry of 1. Supplying the details is left as an exercise.
We will see later in this chapter that with certain other hardware implementations, even

higher radices become practical.

10.2 MODIFIED BOOTH’S RECODING

As stated near the end of Section 9.4, radix-2 Booth recoding is not directly applied in modern
arithmetic circuits; however, it does serve as a tool in understanding the higher-radix versions
of Booth’s recoding. It is easy to see that when a binary number is recoded using Table 9.1, the
result will not have consecutive 1s or -1s. Thus, if radix-4 multiplication is performed with the
recoded multiplier, only the multiples +a and £2a of the multiplicand will be required, all of
which are easily obtained by shifting and/or complementation.

Now since y;,; depends on x;,1 and x; and y; depends on x; and x;_i, the radix-4 digit
Zij2 = (Yi+1Yi)wwo, i €ven, can be obtained directly from x;41, xi, and x;_; without a need for
first forming the radix-2 recoded number y (Table 10.1).

Like the radix-2 version, radix-4 Booth’s recoding can be viewed as digit-set conversion:
the recoding takes a radix-4 number with digits in [0, 3] and converts it to the digit set [—2, 2].
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TABLE 10.1
Radix-4 Booth’s recoding yielding (z/; « - - 21 Zg)jour

Xis1 X; Xi Yist Vi Zip Explanation
0 0 0 0 0 0 No string of 1s in sight
0 0 1 0 1 1 End of a string of 1s in x
0 1 0 1 -1 1 Isolated 1 in x
0 1 1 1 0 2 End of a string of 1s in\);
1 0 0 -1 0 2 Beginning of a string of ls in x
1 0 1 -1 1 -1 End one string, begin new string
1 | 0 0 1 -1 Beginning of a string of 1s in x
1 1 1 0 0 0 Continuation of string of 1s in x

As an example, Table 10.1 can be used to perform the following conversion of an unsigned
number into a signed-digit number:

(21312232)5y = (1001 11 01 10 10 11 10) o
=( 221211 0 2sour

Note that the 16-bit unsigned number turns into a 9-di git radix-4 number. Generally, the radix-4
signed-digit representation of a k-bit unsigned binary number will need Lk/2]+1 =T(k+1)/2]
digits when its most-significant bit is 1. Note also that X1 = xg = X4 = 0 is assumed.

If the binary number in the preceding example is interpreted as being in 2’s-complement
format, then simply ignoring the extra radix-4 digit produced leads to correct encoding of the
represented value:

(1001 1101 1010 1110)276—compt = (22-12-1-10 2)gour

Thus, for k-bit binary numbers in 2’s-complement format, the Booth-encoded radix-4 version
will have [k/27 digits. When k is odd, x; = x;_; is assumed for proper recoding. In any case,
X_1 = 0.

The digit-set conversion process defined by radix-4 Booth’s recoding entails no carry
propagation. Each radix-4 digit in [—2, 2] is obtained, independently from all others, by ex-
amining 3 bits of the multiplier, with consecutive 3-bit segments overlapping in one bit. For
this reason, radix-4 Booth’s recoding is said to be based on overlapped 3-bit scanning of the
multiplier. This can be extended to overlapped multiple-bit scanning schemes for higher radices
(see Section 10.4).

An example radix-4 multiplication using Booth’s recoding is shown in Fig. 10.5. The 4-bit
2’s-complement multiplier x = (1010)y, is recoded as a 2-digit radix-4 number z = (-1 2)sour,
which then dictates the multiples zoa = —2a and z;a = —a to be added to the cumulative partial
product in the two cycles. Note that in all intermediate steps, the upper half of the cumulative
partial product is extended from 4 bits to 6 bits to accommodate the sign extension needed for
proper handling of the negative values. Also, note the sign extension during the right shift to
obtain pV from 4p™.
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Fig. 10.5 Example radix-4

a 0110 multiplication with modified
X 1010 . ) Booth’s recoding of the

z 1 -2 Radix-4 recoded version of x oy .
_________ s-complement multiplier.
p© 000000

+2pa 110100

4p 110100

p) 111101 00 ‘

+z1a 111010

4p2 110111 00

P2 1101 1100

Figure 10.6 depicts a possible circuit implementation for multiple generation based on
radix-4 Booth’s recoding. Since five possible multiples of a or digits (0, £1, £2) are involved,
we need at least 3 bits to encode a desired multiple. A simple and efficient encoding is to devote
one bit to distinguish 0 from nonzero digits, one bit to the sign of a nonzero digit, and one bit
to the magnitude of a nonzero digit (2 encoded as 1 and 1 as 0). The recoding circuit thus has
three inputs (x;41, x;, x;—) and produces three outputs: “neg” indicates if the multiple should
be added (0) or subtracted (1), “non0” indicates if the multiple is nonzero, and “two” indicates
that a nonzero multiple is 2.

It is instructive to compare the recoding scheme implicit in the design of Fig. 10.4 to Booth’s
recoding of Fig. 10.6 in terms of cost and delay. This is left as an exercise. Note, in particular,
that while the recoding produced in Fig. 10.4 is serial and must thus be done from right to left,
Booth’s recoding is fully parallel and carry-free. This latter property is of no avail in designing
digit-at-a-time multipliers, since the recoded digits are used serially anyway. But we will see
later that Booth’s recoding can be applied to the design of tree and array multipliers, where all
the multiples are needed at once.

Multiplier Init. 0 Multiplicand Fig. 10.6 The multiple generation part
of a radix-4 multiplier based on Booth’s
> recoding.
2-Bit shift
Xipt | | Xi X i1 Tk

Recoding logic

neg| two

Add/Subtract |z al
control To adder input
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10.3 USING CARRY-SAVE ADDERS

Carry-save adders can be used to reduce the number of addition cycles as well as to make each
cycle faster. For example, radix-4 multiplication without Booth’s recoding can be implemented
by using a CSA to handle the 3a multiple, as shown in Fig. 10.7. Here, the CSA helps us in
doing radix-4 multiplication (generating the required multiples) without reducing the add time.
In fact, one can say that the add time is slightly increased, since the CSA overhead is paid in
every cycle, regardless of whether we actually need 3a.

The CSA and multiplexers in the radix-4 multiplier of Fig. 10.7 can be put to better use for
reducing the addition time in radix-2 multiplication by keeping the cumulative partial product
in stored-carry form. In fact, only the upper half of the cumulative partial product needs to be
kept in redundant form, since as we add the three values that form the next cumulative partial
product, one bit of the final product is obtained in standard binary form and is shifted into the
lower half of the double-width partial product register (Fig. 10.8). This eliminates the need for
carry propagation in all but the final addition.

Each of the first k — 1 cycles can now be made much shorter, since in these cycles, signals
pass through only a few gate levels corresponding to the multiplexers and the CSA. In particular,
the delay in these cycles is independent of the word width k. Compared to a simple sequential
multiplier (Fig. 9.4), the additional components needed to implement the CSA-based binary
multiplier of Fig. 10.8 are a k-bit register, a k-bit CSA, and a k-bit multiplexer; only the extra
k-bit register is missing in the design of Fig. 10.7.

The CSA-based design of Fig. 10.8 can be combined with radix-4 Booth’s recoding to
reduce the number of cycles by 50%, while also making each cycle considerably faster. The
changes needed in the design of Fig. 10.8 to accomplish this are depicted in Fig. 10.9, where
the small 2-bit adder is needed to combine two bits of the sum, one bit of the carry, and a carry
from a preceding cycle into two bits that are shifted into the lower half of the cumulative partial
product register and a carry that is kept for the next cycle. The use of the carry-in input of the
2-bit adder is explained shortly.

The Booth recoding and multiple selection logic of Fig. 10.9 is different from the arrange-
ment in Fig. 10.6, since the sign of each multiple must be incorporated in the multiple itself,
rather than as a signal that controls addition/subtraction. Figure 10.10 depicts Booth recoding
and multiple selection circuits that can be used for high-radix and parallel multipliers.

Multiplier Fig. 10.7 Radix-4 multiplication with a

0 23 carry-save adder used to combine the
v cumulative partial product, x;a, and 2x;,1a
~o |a Xj1 |X; into two numbers.
Old cumulative Mux 4

partial product

CSA

New cumulative partial product
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> Fig. 10.8 Radix-2 multiplication with the upper half of the

P lative partial product kept in stored-carry form.
Multiplier cumu p p

Partial || product
k

K

Multiplicand
0

Mux

kbit CSA |
Carry Tk 1k
Sum

k-bit adder

Note that in the circuit of Fig. 10.10, the negative multiples —a and —2a are produced in
2’s-complement format. As usual, this is done by bitwise complementation of a or 2a and the
addition of 1 in the LSB position. The multiple a or 2a produced from x; and x;; is aligned at
the right with bit position i and thus must be padded with i zeros at its right end when viewed as
a 2k-bit number. Bitwise complementation of these Os, followed by the addition of 1 in the LSB
position, converts them back to Os and causes a carry to enter bit position i. For this reason, we
can continue to ignore positions 0 through / — 1 in the negative muitiples and insert the extra
“dot” directly in bit position i (Fig. 10.10).

Alternatively, one can do away with Booth’s recoding and use the scheme depicted in
Fig. 10.7 to accommodate the required 3a multiple. Now, four numbers (the sum and carry
components of the cumulative partial product, x;a, and 2x;,,a) need to be combined, thus
necessitating a two-level CSA tree (Fig. 10.11).

a Multiplier Fig. 10.9 Radix-4
I | | | | multiplication with a carry-save
Booth j adder used to combine the
recoder Xir1 |Xi [XH1  stored-carry cumulative partial
& selector product and z;2a into two
numbers.

Old cumulative
partial product | Zii2@

CSA

New cumulative

partial product 2-bit
_—~ adder
Adder Extra "dot"

To the lower half
of partial product
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X2 Xis1 X Xiq Xio Fig. 10.10  Booth recoding
I | and multiple selection logic for
’ high-radix or parallel
Recoding logic multiplication.
p
neg| two

0, a, or2a

—  Selective complement

0, a, —a, 2a, or -2a
¢ Tk+2
Extra "dot" Zjg a

for column i

10.4 RADIX-8 AND RADIX-16 MULTIPLIERS

From the radix-4 multiplier in Fig. 10.11, it is an easy step to visualize higher-radix
multipliers. A radix-8 multiplier, for example, might have a three-level CSA tree to combine the
carry-save cumulative partial product with the three multiples x;a, 2x;1a, and 4x; ,a into a
new cumulative partial product in carry-save form. However, once we have gone to three levels

Fig. 10.11 Radix-4

Multiplier T .
0 5 multiplication, with the
a cumulative partial product, x;a,
Xiq |x; and 2x;41a combined into two
. mbers by two carry-save adders
Old cumulative numbers by two carry

partial product

New cumulative
partial product

P
2-bit
v addler

To the lower half
of partial product
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Multiplier Fig. 10.12 Radix-16 multiplication

| | | | I | with the upper half of the cumulative

! partial product in carry-save form.
0 Xis3
Mu
Xiy2
4-bit
shift 0 la Xird
Mux,
[ 1

| csa CSA

| csa |

CSA _J
4
Sum T} ' 4-bit
Car 3 adder

- 4
Partial product To the lower half
(upper half) of partial product

of CSA, we might as well invest in one more CSA to implement a radix-16, or 4-bits-at-a-time,
multiplier. The resulting design is depicted in Fig. 10.12.

An alternative radix-16 multiplier can be derived from Fig. 10.11 if we replace each of the
multiplexers with Booth recoding and multiple selection circuits. Supplying the details of the
multiplier design, including proper alignment and sign extension for the inputs to the CSA tree,
is left as an exercise.

Which of the preceding radix-16 multipliers (Fig. 10.12, or Fig. 10.11 modified to include
Booth’s recoding) is faster or more cost-effective depends on the detailed circuit-level designs
as well as technological parameters.

Note that in radix-2 multiplication with Booth’s recoding, we have to reduce /2 multiples
to 2 using a (b/2 + 2)-input CSA tree whose other two inputs are taken by the carry-save partial
product. Without Booth’s recoding, a (b + 2)-input CSA tree would be needed. Whether to use
Booth’s recoding is a fairly close call, since Booth recoding circuit and multiple selection logic
is somewhat slower than a CSA but also has a larger reduction factor in the number of operands
(2 vs. 1.5).

Varied as the preceding choices are, they do not exhaust the design space. Other alternatives
include radix-8 and radix-16 Booth’s recoding, which represent the multiplier using the digit
sets [—4, 4] and [—8, 8], respectively. We will explore the recoding process and the associated
multiplier design options in the end-of-chapter problems. Note, for example, that with radix-8
recoding, we have the +3a multiples to deal with. As before, we can precompute 3a or represent
it as the pair of numbers 24 and g, leading to the requirement for an extra input into the CSA tree.

There is, of course, no compelling reason to stop at radix 16. A design similar to that
in Fig. 10.12 can be used for radix-256 (8-bits-at-a-time) multiplication if Booth’s recoding is
applied first. This would require that the four multiplexers in Fig. 10.12 be replaced by the Booth
recoding and selection logic. Again, whether this new arrangement will lead to a cost-effective
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Several
Next multiples All multiples
multiple l | | I I
Full CSA
tree o
Basic High-radix Full
binary Speed up o Economize tree
partial tree

Fig. 10.13 High-radix multipliers as intermediate between sequential radix-2 and full-tree
multipliers.

design (compared, e.g., to taking 7 bits of the multiplier and adding nine numbers in a four-level
CSA tree) depends on the technology and cannot be discerned in general.

Designs such as the ones depicted in Figs. 10.11 and 10.12 can be viewed as intermediate
between basic sequential (one-bit-at-a-time) multiplication and fully parallel tree multipliers to
be discussed in Chapter 11. Thus, high-radix or partial-tree multipliers can be viewed as designs
that offer speedup over sequential multiplication or economy over fully parallel tree multipliers
(Fig. 10.13).

10.5 MULTIBEAT MULTIPLIERS

In the CSA-based binary multiplier shown in Fig. 10.8, CSA outputs are loaded into the same
registers that supply its inputs. A common implementation method is to use master—slave flip-
flops for the registers. In this method, each register has two sides: the master side accepts new
data being written into the register while the slave side, which supplies the register’s outputs,
keeps the old data for the entire half-cycle when the clock is high. When the clock goes low, the
new data in the master side is transferred to the slave side in preparation for the next cycle. In
this case, one might be able to insert an extra CSA between the master and slave registers, with
little or no effect on the clock’s cycle time. This virtually doubles the speed of partial product
accumulation.

Figure 10.14 shows a schematic representation of a 3-bit-at-a-time twin-beat multiplier that
effectively retires 6 bits of the multiplier in each clock cycle. This multiplier, which uses radix-
8 Booth’s recoding, is similar to the twin-beat design used in Manchester University’s MUS
computer [Gosl71].

Each clock cycle is divided into two phases or beats. In the first beat, the left multiplier
register is used to determine the next multiple to be added, while in the second beat, the right
multiplier register is used. After each cycle (two beats), the small adder at the lower right of Fig.
10.14 determines 6 bits of the product, which are shifted into the lower half of the cumulative
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Fig. 10.14 Twin-beat

Twin multiplier multiplier with radix-8 Booth’s

registers .
i g recoding.
3a @ 3a a
| 17 T 1
Pipelined Pipelined
radix-8 radix-8
Booth Booth
recoder recoder
& selector & selector

CSA

6
To the lower half
of partial product

partial product register. This adder is in all likelihood slower than the CSAs; hence, to make each
cycle as short as possible, the adder must be pipelined. Since the product bits, once produced,
do not change, the latency in deriving these bits has no effect on the rest of the computation in
the carry-save portion of the circuit.

The twin-beat concept can be easily extended to obtain a three-beat multiplier. Such a design
can be visualized by putting the three CSAs and associated latches into a ring (Fig. 10.15), whose
nodes are driven by a three-phase clock [deAn95]. Each node requires two beats before making
its results available to the next node, thus leading to separate accumulation of odd- and even-
indexed partial products. At the end, the four operands are reduced to two operands, which are
then added to obtain the final product.

10.6 VLSI COMPLEXITY ISSUES

Implementation of sequential radix-2 and high-radix multipliers described thus far in Chapters
9 and 10 is straightforward. The components used are carry-save adders, registers, multiplexers,
and a final fast carry-propagate adder, for which standard designs are available. A small amount
of random contro] logic is also required. Note that each 2-to-1 multiplexer with one of the inputs
tied to 0 can be simplified to a set of AND gates.

For the CSA tree of aradix-2® multiplier, typically a bit slice is designed and then replicated.
Since without Booth’s recoding, the CSA tree receives b + 2 inputs, the required slice is a (b +2;
2)-counter; see Section 8.5. For example, a set of (7; 2)-counter slices can be used to implement
the CSA tree of a radix-32 multiplier without Booth’s recoding. When radix-2" Booth’s recoding
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Fig. 10.15 Conceptual view of a three-beat
multiplier.

saydle| 3 ySO

is applied first, then the number of multiples per cycle is reduced by afactorof handa (b/h+2;
2)-counter slice will be needed.

In performing radix-2® multiplication, bk two-input AND gates are required to form the b
multiples for each cycle in parallel. The area complexity of the CSA tree that reduces these b
multiples to 2 is O(bk). Since these complexities dominate that of the final fast adder, the overall
area requirement is seen to be:

A = O(bk)

In view of the logarithmic height of the CSA tree, as discussed in Section 8.3, multiplication is
performed in k/b cycles of duration O(log b), plus a final addition requiring O(log k) time. The
overall time complexity thus becomes:

T = O((k/b)log b+ log k)

It is well known that any VLSI circuit computing the product of two k-bit integers must
satisfy the following constraints involving its layout area A and computational latency T: AT is at
least proportional to k+/k and AT2 grows at least as fast as k2. For the preceding implementations,
we have:

AT = O(k*log b + bk log k)
AT? = O((k*/b) log? b)

At the lower end of the complexity scale, where b is a constant, the AT and AT measures for
our multipliers become O(k?) and O(k?), respectively. At the other extreme corresponding to
b = k, where all the multiplier bits are considered at once, we have AT = O(k?log k) and
AT? = O(k? log? k). Intermediate designs do not yield better values for AT and AT?; thus, the
multipliers remain asymptotically suboptimal for the entire range of the parameter b.

By the AT measure, which is often taken as an indicator of cost-effectiveness, the slower
radix-2 multipliers are better than high-radix or tree multipliers. Therefore, in applications calling
for a large number of independent multiplications, it may be appropriate to use the available
chip area for a large number of slow multipliers as opposed to a small number of faster units.

We will see, in Chapter 11, that the time complexity of high-radix multipliers can actually
be reduced from O((k/b) log b+ log k) to O(k/b +log k) through a more effective pipelining



PROBLEMS 169

scheme. Even though the resulting designs lead to somewhat better AT and A7 measures, the
preceding conclusions do not change.

Despite these negative results pointing to the asymptotic suboptimality of high-radix and
tree multipliers, such designs are quite practical for a w1de range of the parameter b, given that
the word width & is quite modest in practice.

10.1

10.2

10.3

10.4

10.5

10.6

Radix-4 Booth’s recoding Prove that radix-4 Booth’s recoding defined in Table 10.1
preserves the value of an unsigned or 2’s-complement number. Hint: First show that the
recoded radix-4 digit z;, can be obtained from the arithmetic expression —2x; | +x; +
Xi-1-

Sequential radix-4 multipliers

a. Consider the radix-4 multiplier depicted in Fig. 10.2. What provisions are needed
if 2’s-complement multipliers are to be handled appropriately?

b. Repeat part a for the multiplier depicted in Fig. 10.4.

Alternate radix-4 multiplication algorithms Consider the example unsigned multi-
plication (0 1 1 0)yyo % (1 1 1 O}y, depicted in Fig. 10.3.

a. Redo the example multiplication using the scheme shown in Fig. 10.4.

b. Redo the example multiplication using radix-4 Booth’s recoding.

¢.  Redo the example multiplication using the scheme shown in Fig. 10.7. Show the
intermediate sum and carry values in each step.

Sequential unsigned radix-4 multipliers

a. Design the recoding logic needed for the multiplier of Fig. 10.4.
b. Give a complete design for the Booth recoding logic circuit shown in Fig. 10.6.

Compare the circuits of parts a and b with respect to cost and delay. Which scheme
is more cost-effective for sequential unsigned radix-4 multiplication?

d. Compare the radix-4 multiplier shown in Fig. 10.2 against those in part ¢ with
respect to cost and delay. Summarize your conclusions.

Alternate radix-4 recoding scheme

a. The design of the Booth recoder and multiple selection circuits in Fig. 10.6 assumes
the use of a multiplexer with an enable control signal. How will the design change
if such a multiplexer is not available?

b. Repeat part a for the circuit of Fig. 10.10.

Recoding for radix-8 multiplication
a. Construct a recoding table (like Table 10.1) to obtain radix-8 digits in [—4, 4] based
on overlapped 4-bit groups of binary digits in the multiplier.

b. Show that your recoding scheme preserves the value of a number. Hint: Express
the recoded radix-8 digit z;/3 as a linear function of x;3, x;11, X;, and x;_;.

¢. Design the required recoding logic block.
Draw a block diagram for the radix-8 multiplier and compare it to radix-4 design.
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10.7

10.8

10.9

10.10

10.11

10.12

10.13

10.14

Recoding for radix-16 multiplication

a. Construct a recoding table (like Table 10.1) to obtain radix-16 digits in [-38, 8]
based on overlapped 5-bit groups of binary digits in the multiplier.

b. Show that your recoding scheme preserves the value of a number. Hint: Express
the recoded radix-16 digit z;/4 as a linear function of x;43, Xi42, X;i11, Xi, and x; .

¢. Design the required recoding logic block.

Draw a block diagram for the radix-16 multiplier and compare it to radix-4 design.

Alternate radix-4 recoding scheme The radix-4 Booth recoding scheme of Table
10.1 replaces the two bits x;; and x; of the multiplier with a radix-4 digit 0, %1,
or £2 by examining x;_; as the recoding context. An alternative recoding scheme
is to replace x;.; and x; with a radix-4 digit 0, +2, or 4 by using x,,, as the
context.

a. Construct the required radix-4 recoding table.

b. Design the needed recoding logic block.

¢. Compare the resulting multiplier to that obtained from radix-4 Booth recoding with
respect to possible advantages and drawbacks.

Comparing radix-4 multipliers Compare the multipliers in Figs. 10.9 and 10.11 with
regard to speed and hardware implementation cost. State and justify all your assumptions.

Very-high-radix multipliers The 4-bit adder shown at the lower right of Fig. 10.12
may be slower than the CSA tree, thus lengthening the cycle time. The problem becomes
worse for higher radices. Discuss how this problem can be mediated.

Multibeat multipliers Study the design of the three-beat multiplier in [deAn95]. Based
on your understanding of the design, discuss if anything can be gained by going to a
four-beat multiplier.

VLSI complexity of multipliers

a. A proposed VLSI design for k x k multiplication requires chip area proportional to
k log k. What can you say about the asymptotic speed of this multiplier based on
AT and AT? bounds?

b. What can you say about the VLSI area requirement of a multiplier that operates in
optimal O(log k) time?

VLSI multiplier realizations Design a slice of the (6; 2)-counter that is needed to
implement the multiplier of Fig. 10.12.

Multiply-add operation

a. Show that the high-radix multipliers of this chapter can be easily adapted to compute
p = ax + yinstead of p = ax.

b. Extend the result of part a to computing p = ax + y + z, where all input operands
are k-bit unsigned integers. Hint: This is particularly easy with carry-save de-
signs.
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Balanced ternary multiplication Discuss the design of aradix-9 multiplier for balanced
ternary operands that use the digit set [ 1, 1}in radix 3. Consider all the options presented
in this chapter, including the possibility of recoding.

Decimal multiplier Consider the design of a decimal multiplier using a digit-at-a-time
scheme. Assume BCD encoding for the digits.

a. Using a design similar to that in Fig. 10.12, supply the hardware details and discuss
how each part of the design differs from the radix-16 version. Hint: One approach
is to design a special decimal divide-by-2 circuit for deriving the multiple 5a from
10a, forming the required multiples by combining 10a, 54, a, and —a.

b. Using a suitable recoding scheme, convert the dépimal number to digit set [—5, 5].
Does this recoding help make multiplication less complex than in part a?

Signed-digit multiplier Consider the multiplication of radix-3 integers using the
redundant digit set [—2, 2].

a. Draw a block diagram for the requisite radix-3 multiplier using the encoding given
in connection with radix-4 Booth’s recoding (Fig. 10.6) to represent the digits.

b. Show the detailed design of the circuit that provides the multiple 2a.

¢. Presentthe design of a radix-9 multiplier that relaxes two multiplier digits per cycle.
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Chapter

11

TREE AND ARRAY
MULTIPLIERS

\

Tree, or fully parallel, multipliers constitute limiting cases of high-radix multi-
pliers (radix-2%). With a high-performance CSA tree followed by a fast adder,
logarithmic time multiplication becomes possible. The resulting multipliers
are expensive but justifiable for applications in which multiplication speed
is critical. One-sided CSA trees lead to much slower, but highly regular,
structures known as array multipliers that offer higher pipelined throughput
than tree multipliers and significantly lower chip area at the same time.
Chapter topics include:

11.1  Full-Tree Multipliers

11.2 Alternative Reduction Trees

11.3 Tree Multipliers for Signed Numbers
11.4 Partial-Tree Multipliers

11.5 Array Multipliers

11.6 Pipelined Tree and Array Multipliers

11.1 FULL-TREE MULTIPLIERS

172

In their simplest forms, parallel or full-tree multipliers can be viewed as extreme cases of the
design in Fig. 10.12, where all the k multiples of the multiplicand are produced at once and a
k-input CSA tree is used to reduce them to two operands for the final addition. Because all the
multiples are combined in one pass, the tree does not require feedback links, making pipelining
quite feasible.

Figure 11.1 shows the general structure of a full-tree multiplier. Various multiples of the
multiplicand a, corresponding to binary or high-radix digits of the multiplier x or its recoded
version, are formed at the top. The multiple-forming circuits may be a collection of AND gates
(binary multiplier), radix-4 Booth’s multiple generators (recoded multiplier), and so on. These
multiples are added in a combinational partial products reduction tree, which produces their
sum in redundant form. Finally, the redundant result is converted to standard binary output at
the bottom.
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Multiplier Fig. 11.1 General structure of a

a | | .. | | | | full-tree multiplier.
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Many types of tree multiplier have been built or proposed. These are distinguished by the
designs of the following three elements in Fig. 11.1:

multiple-forming circuits
partial products reduction tree
redundant-to-binary converter

In the remainder of this section, we focus on tree multiplier variations involving unsigned
binary multiples and CSA reduction trees. With the redundant result in carry-save form, the final
converter is simply a fast adder. Deviations from the foregoing multiple generation and reduction
schemes are discussed in Section 11.2. Signed tree multipliers are covered in Section 11.3.

From our discussion of sequential multiplication in Chapters 9 and 10, we know how the
partial products can be formed and how, through the use of high-radix methods, the number
of partial products can be reduced. The trade-offs mentioned for high-radix multipliers exist
here as well: more complex multiple-forming circuits can lead to simplification in the reduction
tree. Again, we cannot say in general which combination will lead to greater cost-effectiveness
because the exact nature of the trade-off is design- and technology-dependent.

Recall Wallace’s and Dadda’s strategies for constructing CSA trees discussed in Section
8.3. These give rise to Wallace and Dadda tree multipliers, respectively. Essentially, Wallace’s
strategy for building CSA trees is to combine the partial product bits at the earliest opportunity,
while with Dadda’s method, combining takes place as late as possible, consistent with keeping the
critical path length of the CSA tree intact. Wallace’s method leads to the fastest possible design
and Dadda’s strategy usually leads to a simpler CSA tree and a wider carry-propagate adder.
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As a simple example, we derive Wallace and Dadda tree multipliers for 4 x 4 multiplication.
Figure 11.2 shows the design process and results in tabular form, where the integers indicate
the number of dots remaining in the various columns. Each design begins with 16 AND gates
forming the x;a; terms or dots, 0 < i, j < 3. The resulting 16 dots are spread across seven
columns in the pattern 1, 2, 3, 4,3, 2, 1. The Wallace tree design requires 3 FAs and 1 HA in the
firstlevel, then 2 FAs and 2 HAs in the second level, and a 4-bit carry-propagate adder at the end.
With the Dadda tree design, our first goal is to reduce the height of the partial products dot matrix
from 4 to 3, thus necessitating 2 FAs in the first level. These are followed by 2 FAs and 2 HAs in
the second level (reducing the height from 3 to 2) and a 6-bit carry-propagate adder at the end.

Intermediate approaches between those of Wallace and Dadda yield various deﬁgns that
offer speed—cost trade-offs. For example, it may be that neither the Wallace tree nor the Dadda
tree leads to a convenient width for the fast adder. In such cases a hybrid approach may yield
the best results. ‘

Note that the results introduced for carry-save multioperand addition in Chapter 8 apply to
the design of partial products reduction trees with virtually no change. The only modifications
required stem from the relative shifting of the operands to be added. For example, in Fig. 8.12,
we see that in adding seven right-aligned k-bit operands, the CSAs are all k bits wide. In a
seven-operand CSA tree of a 7 x 7 tree multiplier, the input operands appear with shifts of 0 to
6 bits, leading to the input configuration shown at the top of Fig. 11.3. We see that the shifted
inputs necessitate somewhat wider blocks at the bottom of the tree. It is instructive to compare
Figs. 11.3 and Fig. 8.12, noting all the differences.

Of course, there is no compelling reason to keep all the bits of the input or intermediate
operands together and feed them to multibit CSAs, thus necessitating the use of many half-adders
that simply rearrange the dots without contributing to their reduction. Doing the reduction with
single-bit FAs and HAs, as in Fig. 11.2, leads to lower complexity and perhaps even greater
speed. Deriving the Wallace and Dadda tree multipliers to perform the same function as the
circuit of Fig. 11.3 is left as an exercise.

One point is quite clear from Fig. 11.3 or its Wallace tree and Dadda tree equivalents:
a logarithmic depth reduction tree based on CSAs has an irregular structure that makes its
design and layout quite difficult. Additionally, connections and signal paths of varying lengths
lead to logic hazards and signal skew that have implications for both performance and power
consumption. In VLSI design, we strive to build circuits from iterated or recursive structures
that lend themselves to efficient automatic synthesis and layout. Alternative reduction trees that
are more suitable for VLSI implementation are discussed next.

Wallace tree Dadda tree
(5 FAs + 3 HAs + 4-bit adder) (4 FAs + 2 HAs + 6-bit adder)
1 2 83 4 3 2 1 1 2 3 4 3 2 1
FA FA FA HA FA FA
1 3 2 3 2 1 1 1 3 2 2 3 2 1
FA HA FA HA FA HA HA FA
_ 111 [2 2 22 1 7] 1
4-Bit adder 6-Bit adder

Fig. 11.2  Two different binary 4 x 4 tree multipliers.
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11.2 ALTERNATIVE REDUCTION TREES

Recall from our discussion in Section 8.5 that a (7; 2)-counter slice can be designed that takes
7 bits in the same column i as inputs and produces one bit in each of the columns i and i + 1 as
outputs. Such a slice, when suitably replicated, can perform the function of the reduction tree part
of Fig. 11.3. Of course, not all columns in Fig. 11.3 have seven inputs. The preceding iterative
circuit can then be left intact and supplied with dummy 0 inputs in the interest of regularity, or it
can be pruned by removing the redundant parts in each slice. Such optimizations are well within
the power of automated design tools.

Based on Table 8.1, an (11; 2)-counter has at least five full-adder levels. Figure 11.4 shows
a particular five-level arrangement of full adders for performing 11-to-2 reduction with the
property that all outputs are produced after the same number of full-adder delays. Observe how
all carries produced in level i enter FAs in level i + 1. The FAs of Fig. 11.4 can be laid out to
occupy a narrow vertical slice that can then be replicated to form an 11-input reduction tree of
desired width. Such balanced-delay trees are quite suitable for VLSI implementation of parallel
multipliers.

The circuit of Fig. 11.4 is composed of three columns containing 1, 3, and 5 FAs, going
from left to right. It is now easy to see that the number of inputs can be expanded from 11 to
18 by simply appending to the right of the circuit an additional column of 7 FAs. The top FA
in the added column will accommodate three new inputs, while each of the others, except for
the lowermost two, can accept one new input; these latter FAs must also accommodate a sum
coming from above and a carry coming from the right. Note that the FAs in the various columns
are more or less independent in that adjacent columns are linked by just one wire. This property
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makes it possible to lay out the circuit in a narrow slice without having to devote a lot of space
to the interconnections,

Instead of building partial products reduction trees from CSAs, or (3; 2)-counters, one can
use amodule that reduces four numbers to two as the basic building block. Then, partial products
reduction trees can be structured as binary trees that possess a recursive structure making them
more regular and easier to lay out (Fig. 11.5). Figure 11.6 shows a possible way of laying out
the seven-module tree of Fig. 11.5. Note that adding a level to the tree of Fig. 11.6 involves
duplicating the tree and inserting a 4-to-2 reduction module between them.

In Fig. 11.6, the first, third, fifth, and seventh rectangular boxes correspond to top-level
blocks of Fig. 11.5. These blocks receive four multiples of the multiplicand (two from above

L T 1L |I|I|

|
|1| CsA | | 4to2 |[ 4102 ][ 4102 ][ 402
| csa |

4-to-2 reduction module
implemented with two
levels of (3; 2)-counters

Fig. 1.5 Tree multiplier with a more regular structure based on 4-to-2 reduction modules.
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Fig. 11.6 Layout of a partial products reduction tree composed of 4-to-2 reduction modules. Each
solid arrow represents two numbers.

and two from below) and reduce them to a pair of numbers for the second and sixth blocks.
Each of the latter blocks in turn supplies two numbers to the fourth block, which feeds the
redundant-to-binary converter.

If the 4-to-2 reduction modules are internally composed of two CSA levels, as suggested
in Fig. 11.5, then there may be more CSA levels in the binary tree structure than in Wallace
or Dadda trees. However, regularity of interconnections, and the resulting efficient layout, can
more than compensate for the added logic delays due to the greater circuit depth.

Note that a 4-to-2 reduction circuit for binary operands can be viewed as a GSD adder for
radix-2 numbers with the digit set [0, 2], where the digits are encoded in the following 2-bit code:

Zero: (0,0) One: (0, )or (1,0) Two: (1, 1)

A variant of this binary tree reduction scheme is based on binary-signed-digit, rather than carry-
save, representation of the partial products [Taka85]. These partial products are combined by a
tree of BSD adders to obtain the final product in BSD form. The standard binary result is then
obtained via a BSD-to-binary converter, which is essentially a fast subtractor for subtracting
the negative component of the BSD number from its positive part. One benefit of BSD partial
products is that negative multiples resulting from the sign bit in 2’s-complement numbers can
be easily accommodated (see Section 11.3). Some inefficiency results from the extra bit used to
accommodate the digit signs going to waste for most of the multiples that are positive.
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Of course, carry-save and BSD numbers are not the only ones that allow fast reduction
via limited-carry addition. Several other digit sets are possible that offer certain advantages
depending on technological capabilities and constraints [Parh96]. For example, radix-2 partial
products using the digit set [0, 3] lend themselves to an efficient parallel-carries addition process
(Fig. 3.11c), while also accommodating three, rather than one or two, multiples of a binary
multiplicand. Interestingly, the final conversion from the redundant digit set [0, 3] to [0, 1] is
not any harder than conversion from [0, 2] to [0, 1].

Clearly, any method used for building the CSA tree can be combined with radix-2? Booth’s
recoding toreduce the tree size. However, for modern VLSI technology, the use of Booth recoding
in tree multipliers has been questioned [Vill93]; it seems that the additional CSAs needed for
reducing k, rather than k/b, numbers could be less complex than the Booth recoding logic when-
wiring and the overhead due to irregularity and nonuniformity are taken into account.

11.3 TREE MULTIPLIERS FOR SIGNED NUMBERS

When one is multiplying 2’s-complement numbers directly, each of the partial products to
be added is a signed number. Thus, for the CSA tree to yield the correct sum of its inputs,
each partial product must be sign-extended to the width of the final product. Recall our dis-
cussion of signed multioperand addition in Section 8.6, where the 2’s-complement operands
were assumed to be aligned at their LSBs. In particular, refer to Fig. 8.18 for two possible
methods based on sign extension (with hardware sharing) and transforming negative bits into
positive bits.

Considerations for adding 2’s-complement partial products are similar, the only difference
being the shifts. Figure 11.7 depicts an example with three sign-extended partial products. We
see that here too a single full adder can produce the results needed in several different columns.
If this procedure is applied to all rows in the partial products bit matrix, the resulting structure
will be somewhat more complex than the one assuming unsigned operands. Note that because
of the shifts, there are fewer repetitions in Fig. 11.7 than in Fig. 8.18, thus making the expansion
in width to accommodate the signs slightly larger.

Another approach, due to Baugh and Wooley [Baug73], is even more efficient and is
thus often preferred, in its original or modified form, for 2’s-complement multiplication. To
understand this method, we begin with unsigned multiplication in Fig. 11.8a and note that the
negative weight of the sign bit in 2’s-complement representation must be taken into account to
obtain the correct product (Fig. 11.8b). To avoid having to deal with negatively weighted bits

Sign extensions Signs Fig. 11.7 Sharing of full
adders to reduce the CSA width

a o o o o 0o X X X X X X X inasigned tree multiplier.
B B B B B B x x x x x x x x
Y Y v v ¥ d X X X X X X X X X

5 redundant copies removed

DDDDD &

I I [ | 1
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(d) Modified Baugh-Wooley.

Fig. 11.8 Baugh-Wooley 2’s-complement multiplication.

in the partial products matrix, Baugh and Wooley suggest that we modify the bits in the way
shown in Fig. 11.8c, adding a few entries to the bit matrix in the process.

Baugh and Wooley’s strategy increases the maximum column height by 2, thus potentially
leading to greater delay through the CSA tree. For example, in the 5 x 5 multiplication depicted in
Fig. 11.8, column height is increased from 5 to 7, leading to an extra CSA level. In this particular
example, however, the extra delay can be avoided by removing the x4 entry from column 4 and
placing two x, entries in column 3 which has only four entries. This reduces the height to 6,
which can still be handled by a three-level CSA tree.
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To prove the correctness of the Baugh—-Wooley scheme, let us focus on the entry a4Xo in
Fig. 11.8. Given that the sign bit in 2’s-complement numbers has a negative weight, this entry
should have been —a4xy. We note that:

—agxo = a4(1 — xp) — a4 = asxo — as

Hence, we can replace —a4x¢ with the two entries asx¢ and —aa. If instead of —a4 we use an
entry ag, the column sum increases by 2a,4. To compensate for this, we must insert —ay in the
next higher column. The same argument can be repeated for a4X1, a4x», and a4¥3. Each column,

other than the first, gets an a4 and a —ay, which cancel each other out. The pg column getsa_

—ay entry, which can be replaced with @4 — 1. The same argument can be repeated for the a;x4
entries, leading to the insertion of x4 in the p4 column and X4 — 1 in the pg column. The two —1s
thus produced in the eighth column are equivalent to a —1 entry in the py column, which can in
turn be replaced with a 1 and a borrow into the nonexistent (and inconsequential) tenth column.

Another way to justify the Baugh-Wooley method is to transfer all negatively weighted
agx; terms, 0 < i < 3, to the bottom row, thus leading to two negative numbers (the preceding
number and the one formed by the a;x4 bits, 0 < i < 3) in the last two rows. Now, the two
numbers x4a and a4x must be subtracted from the sum of all the positive elements. Instead of
subtracting x4 x a, we add x4 times the 2’s complement of a, which consists of 1’s complement
of a plus x4 (similarly for asx). The reader should be able to supply the other details.

A modified form of the Baugh-Wooley method, (Fig. 11.8d) is preferable because it does
not lead to an increase in the maximum column height. Justifying this modified form is left as
an exercise.

11.4 PARTIAL-TREE MULTIPLIERS

If the cost of a full-tree multiplier is unacceptably high for a particular application, then a variety
of mixed serial-parallel designs can be considered. Let / be a number smaller than k. One idea
is to perform the k-operand addition needed for k x k multiplication via [k/ h] passes through a
smaller CSA tree. Figure 11.9 shows the resulting design that includes an (% + 2)-input CSA tree
for adding the cumulative partial product (in stored-carry form) and & new operands, feeding
back the resulting sum and carry to be combined with the next batch of 4 operands.

Since the next batch of & operands will be shifted by 7 bits with respect to the current batch,
h bits of the derived sum and 4 — 1 bits of the carry can be relaxed after each pass. These are
combined using an A-bit adder to yield 4 bits of the final product, with the carry-out kept in a
flip-flop to be combined with the next inputs. Alternatively, these relaxed bits can be kept in
carry-save form by simply shifting them to the right in their respective registers and postponing
the conversion to standard binary format to the very end. This is why parts of Fig. 11.9 are
rendered in dotted form. The latter approach might be followed if a fast double-width adder is
already available in the ALU for other reasons.

Note that the design depicted in Fig. 11.9 corresponds to radix-2" multiplication. Thus, our
discussions in Sections 10.3 and 10.4 are relevant here as well. In fact, the difference between
high-radix and partial-tree multipliers is quantitative rather than qualitative (see Fig. 10.13).
When £ is relatively small, say up to 8 bits, we tend to view the multiplier of Fig. 11.9 as a
high-radix multiplier. On the other hand, when # is a significant fraction of k, say k/2 or k/4,
then we view the design as a partial-tree multiplier. In Section 11.6, we will see that a pipelined
variant of the design in Fig. 11.9 can be considerably faster when # is large.
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Figure 11.9 has been drawn with the assumption of radix-2 multiplication. If radix-2°
Booth’s recoding is applied first to produce one multiple for every b bits of the multiplier, then &
times fewer passes are needed and b bits can be relaxed after each pass. Thus, the small adder
in Fig. 11.9 will be bA bits wide.

11.5 ARRAY MULTIPLIERS

Consider a full-tree multiplier (Fig. 11.1) in which the reduction tree is one-sided and the final
adder has a ripple-carry design, as depicted in Fig. 11.10. Such a tree multiplier, which is
composed of the slowest possible CSA tree and the slowest possible carry-propagate adder, is
known as an array multiplier.

But why would anyone be interested in such a slow multiplier? The answer is that an array
multiplier is very regular in its structure and uses only short wires that go from one full adder to
horizontally, vertically, or diagonally adjacent full adders. Thus, it has a very simple and efficient
layout in VLSI. Furthermore, it can be easily and efficiently pipelined by inserting latches after
every CSA or after every few rows (the last row must be handled differently, as discussed in
Section 11.6, because its latency is much larger than the others).

The free input of the topmost CSA in the array multiplier of Fig. 11.10 can be used to realize
a multiply-add module yielding p = ax + y. This is useful in a variety of applications involving
convolution or inner-product computation. When only the computation of ax is desired, the
topmost CSA in the array multiplier of Fig. 11.10 can be removed, with xga and x;a input to
the second CSA directly.

Figure 11.11 shows the design of a 5 x 5 array multiplier in terms of full-adder cells and
two-input AND gates. The sum outputs are connected diagonally, while the carry outputs are
linked vertically, except in the last row, where they are chained from right to left. The design in
Fig. 11.11 assumes unsigned numbers, but it can be easily converted to a 2’s-complement array
multiplier using the Baugh—-Wooley method. This involves adding a full adder at the right end of
the ripple-carry adder, to take in the a4 and x4 terms, and a couple of full adders at the lower left
edge to accommodate the @4, X4, and 1 terms (see Fig. 11.12). Most of the connections between
FA blocks in Fig. 11.12 have been removed to avoid clutter.
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In view of the simplicity of an array multiplier for 2’s-complement numbers based on
the Baugh-Wooley method (Fig. 11.12), we no longer use techniques proposed by Pezaris
and others that required in some of the array positions variants of a full-adder cell capable of
accommodating some negatively weighted input bits and producing one or both outputs with
negative weight(s).

If we build a cell containing a full adder and an AND gate to internally form the term a; x;,
the unsigned array multiplier of Fig. 11.11 turns into Fig. 11.13. Here, the x; and a; bits are
broadcast to rows and columns of cells, with the row-i, column-j cell, forming the term ajx; and
using it as an input to its FA. If desired, one can make the design less complex by replacing the
cells in the first row, or the first two rows, by AND gates.

The critical path through a k x k array multiplier, when the sum generation logic of a
full-adder block has a longer delay than the carry-generation circuit, goes through the main (top
left to bottom right) diagonal in Fig. 11.12 and proceeds horizontally in the last row to the pqg
output. The overall delay of the array multiplier can thus be reduced by rearranging the full-adder
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Fig. 11.12 Modifications in
a 5 x 5 array multiplier to
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inputs such that some of the sum signals skip rows (they go from row i to row i + h for some
h > 1). Figure 11.12 shows the modified connections on the main diagonal for # = 2. The lower
right cell now has one too many inputs, but we can redirect one of them to the second cell on
the main diagonal, which now has one free input. Note, however, that such skipping of levels
makes for a less regular layout, which also requires longer wires, hence may not be a worthwhile
modification in practice.
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Since almost half the latency of an array multiplier is due to the cells in the last row, it is
interesting to speculate about whether we can do the final addition faster. Obviously, it is possible
to replace the last row of cells with a fast adder, but this would adversely affect the regularity of
the design. Besides, even a fast adder is still much slower than the other rows, making pipelining
more difficult.

To see how the ripple-carry portion of an array multiplier can be eliminated, let us arrange
the k2 terms a;x; in a triangle, with bits distributed in 2k — 1 columns according to the pattern:

123 -+« k=1 k k-1 .- 321

The LSB of the'product is output directly, and the other bits are reduced gradually byj’rows of
full- and half-adders (rectangular boxes in Fig. 11.14). Let us focus on the ith level and assume
that the first i — 1 levels have already yielded two versions of the final product bits past the B;
boundary, one assuming that the next carry-save addition will produce a carry across B; and
another assuming no carry (Fig. 11.15).

At the ith level, the shaded block in Fig. 11.14 produces two versions of its sum and carry,
conditional upon a future carry or no carry across B;;;. The conditional sum bits from the
shaded block are simply appended to the i bits coming from above. So, two versions of the
upper i + 1 bits of the product are obtained, conditional upon the future carry across the B;.;
boundary. The process is then repeated in the lower levels, with each level extending the length
of the conditional portion by one bit and the final multiplexer providing the last k bits of the end
product in nonredundant form.

B; ,
- 4 I I
- Level i

[k 2k-1] k=1 PO B 1 0

Fig. 11.14 Conceptual view of a modified array multiplier that does not need a final
carry-propagate adder.
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The conceptual design of Fig. 11.14 can be translated to an actual multiplier circuit after
certain optimizations to remove redundant elements [Erce90], [Cimi96].

11.6 PIPELINED TREE AND ARRAY MULTIPLIERS

A full-tree multiplier can be easily pipelined. The partial products reduction tree of a full-tree
multiplier is a combinational circuit that can be sliced into pipeline stages. A new set of inputs
cannot be applied to the partial-tree multiplier of Fig. 11.9, however, until the sum and carry
for the preceding set have been latched. Given that for large h, the depth of the tree can be
significant, the rate of the application of inputs to the tree, and thus the speed of the multiplier,
is limited.

Now, if instead of feeding back the tree outputs to its inputs, we feed them back into the
middle of the (h + 2)-input tree, as shown in Fig. 11.16, the pipeline rate will be dictated by
the delay through only two CSA levels rather than by the depth of the entire tree. This leads to
much faster multiplication.

hnputs Fig. 11.16  Efficiently pipelined
| partial-tree multiplier.
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Fig. 11.17 Pipelined 5 x 5 array multiplier using latched FA blocks. The small shaded rectangles

are latches.

Figure 11.17 shows one way to pipeline an array multiplier. Inputs are applied from above
and the product emerges from below after nine clock cycles (2k —1 in general). These FA blocks
used are assumed to have output latches for both sum and carry. Note how the x; inputs needed
for the various rows of the array multiplier are delayed through the insertion of latches in their
paths and how the 4-bit ripple-carry adder at the bottom row of Fi g. 11.13 has been pipelined in

Fig. 11.17.

e e

.

Compare Figs. 11.3 and 8.12, discussing all the differences.

11.1  Unsigned full-tree multipliers Consider the design of a 7 x 7 unsigned full-tree
multiplier as depicted in Fig. 11.3.

Design the required partial products reduction tree using Wallace’s method.
Design the required partial products reduction tree using Dadda’s method.
Compare the designs of parts a, b, and ¢ with respect to speed and cost.
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Unsigned full-tree multipliers Consider the design of an 8 x 8 unsigned full-tree
multiplier.

a. Draw a diagram similar to Fig. 11.3 to determine the number and widths of the
carry-save adders required.

b. Repeat part a, this time using 4-to-2 reduction circuits built of two CSAs.

c. Design the required partial products reduction tree using Wallace’s method.

d. Design the required partial products reduction tree using Dadda’s method.
Produce one design with its final adder width between those in parts ¢ and d.

f. Compare the designs of parts a—e with respeét to speed and cost.
Balanced-delay trees Find the relationship betw\‘c:en the number » of inputs and circuit
depth d of a balanced-delay tree (Fig. 11.4) and show that the depth grows as Jh.

Variations in full-tree multipliers Tabulate the number of full-adder levels in a tree
that reduces k multiples of the multiplicand to 2, for 4 < k < 1024, using:

a. Carry-save adders as the basic elements.

Elements, internally built from two CSA levels, that reduce four operands to two.

c. Same elements as in part b, except that in the first level of the tree only, the use of
CSAs is allowed (this is helpful, e.g., for k = 24).

d. Discuss the implications of the results of parts a— in the design of full-tree multi-
pliers.

Tree multiplier with Booth’s recoding We need a 12 x 12 signed-magnitude binary
multiplier. Design the required 11 x 11 unsigned multiplication circuit by first generating
arecoded version of the multiplier having six radix-4 digits in [—2, 2] and then adding
the six partial products represented in 2’s-complement form by a minimal network of
FAs. Hint: 81 FAs should do.

Modified Baugh—Wooley method Prove that the modified Baugh-Wooley method for
multiplying 2’s-complement numbers, shown in Fig. 11.8d, is correct.

Signed full-tree multipliers Consider the design of an 8 x 8 full-tree multiplier for
2’s-complement inputs.

a. Draw a diagram similar to Fig. 11.3 to determine the number and widths of the
carry-save adders required if the operands are to be sign-extended (Fig. 11.7).

b. Design the 8 x 8 multiplier using the Baugh-Wooley method.
Design the 8 x 8 multiplier using the modified Baugh-Wooley method.

Compare the designs of parts a—c with respect to speed and cost.

Partial-tree multipliers In Fig. 11.9, the tree has been drawn with no intermediate
output corresponding to the lower-order bits of the sum of its / + 2 inputs. If A is large,
a few low-order bits of the sum will likely become available before the final sum and
carry results. How does this affect the A-bit adder delineated by dotted lines?
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11.9

11.10

11.11

11.12

11.13

Pezaris array multiplier Consider a 5 x 5 array multiplier, similar to that in Fig.
11.11 but with 2’s-complement inputs, and view the AND terms asx; and a;x4 as being
negatively weighted. Consider also two modified forms of a full-adder cell: FA’ has
one negatively weighted input, producing a negatively weighted sum and a positively
weighted carry, while FA” has two negatively weighted inputs, producing a negative
carry and a positive sum. Design a 5 x 5 Pezaris array multiplier using FA, FA’, and FA”
cells as needed, making sure that any negatively weighted output is properly connected
to a negatively weighted input (use small “bubbles” to mark negatively weighted inputs
and outputs on the various blocks). Note that FA””, with all three inputs and two qhtputs
carrying negative weights, is the same as FA. Note also that the output must hay‘;e only
one negatively weighted bit at the sign position. \

Two’s-complement array multipliers Consider the design of an 5 x 5 2’s-complement
array multiplier. Assume that an FA block has latencies of 7, and T, (T, < T, < 2T)
for its carry and sum outputs.

a. Find the overall latency for the 5 x 5 array multiplier with the Baugh—-Wooley
method (Fig. 11.12, regular design without row skipping).

b. Repeat part a with the modified Baugh-Wooley method.

¢.  Compare the designs in parts a and b and discuss.

d. Generalize the preceding results and comparison to the case of k x k array multipliers.

Array multipliers Design array multipliers for the following number representations.

a. Binary signed-digit numbers using the digit set [—1, 1] in radix 2.
b. One’s-complement numbers.

Multiply-add modules Consider the design of a module that performs the computation
P = ax+y+z, where a and y are k-bit unsigned integers and x and z are I-bit unsigned
integers.

a. Show that p is representable with k + / bits.

b. Design a tree multiplier to compute p for k = 8 and / = 4 based on a Wallace tree
and a CPA.

c. Repeat part b using a Dadda tree.
d. Show that an 8 x 4 array multiplier can be readily modified to compute p.

Pipelined array multipliers Consider the 5 x 5 pipelined array multiplier in Fig. 11.17.

a. Show how the four lowermost FAs and the latches immediately above them
can be replaced by a number of latched HAs. Hint: Some HAs will have to be
added in the leftmost column, corresponding to po, which currently contains no
element.

b. Compare the design in part a with the original design in Fig. 11.17.

¢. Redesign the pipelined multiplier in Fig. 11.17 so that the combinational delay
in each pipeline stage is equal to two FA delays (ignore the difference in delays
between the sum and carry outputs).

d. Repeat part c for the array multiplier derived in part a.
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e. Compare the array multiplier designs of parts ¢ and d with respect to throughput
and throughput/cost. State your assumptions clearly.

Effectiveness of Booth’s recoding As mentioned at the end of Section 11.2, the
effectiveness of Booth recoding in tree multipliers has been questioned [Vill93]. Booth’s
recoding essentially reduces the number of partial products by a factor of 2. A (4, 2)
reduction circuit built (e.g.) from two CSAs offers the same reduction. Show through a
simple approximate analysis of the delay and cost of a k x k unsigned multiplier based
on Booth’s recoding and (4, 2) initial reduction that/Booth’s recoding has the edge in
terms of gate count but that it may lose on other cq&‘ints. Assume, for simplicity, that k
1s even. i

VLSI implementation of tree multipliers Wallace and Dadda trees tend to be quite
irregular and thus ill-suited to compact VLSI implementation. Study the bit-slice imple-
mentation method for tree multipliers suggested in [Mou92] and apply it to the design
of a 12 x 12 multiplier.

Faster array multipliers Present the complete design of an 8 x 8 array multiplier built
without a final carry-propagate adder (Fig. 11.14). Compare the resulting design to a
simple 8 x 8 array multiplier with respect to speed, cost, and cost-effectiveness.

Pipelined partial-tree multipliers

a. Would it be cost-effective to implement an 8 x 8 unsigned multiplier using the
pipelined design of Fig. 11.16 with & = 47

b. With reference to the VLSI complexity discussions in Section 10.6, show that the
multiplication time in a pipelined partial-tree multiplier is O(k/ h + log k).
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Chapter
12 | VARIATIONS IN

MULTIPLIERS

We do not always synthesize our multipliers from scratch but may desire,
or be required, to use building blocks such as adders, small multipliers, or
lookup tables. Furthermore, limited chip area and/or pin availability may
dictate the use of bit-serial designs. In this chapter, we discuss such variations
and also deal with modular multipliers, the special case of squaring, and
multiply-accumulators. Chapter topics include:

12.1 Divide-and-Conquer Designs
12.2 Additive Multiply Modules
12.3 Bit-Serial Multipliers

12.4 Modular Multipliers

12.5 The Special Case of Squaring
12.6 Combined Multiply-Add Units

12.1 DIVIDE-AND-CONQUER DESIGNS

Suppose you have b x b multipliers and would like to use them to synthesize a 2b x 2b multiplier.
Denoting the high and low halves of the multiplicand (multiplier) by ay and ar(xy and xi),
we can use four b x b multipliers to compute the four partial products apxr, aL.XH, GHXL, and
apxy as shown in Fig. 12.1. These four values must then be added to obtain the final product.
Actually, as shown on the right side of Fig. 12.1, only three values need to be added, since
the nonoverlapping partial products agxy and a xy, can be viewed as a single 4b-bit num-
ber.

We see that our original 2b x 2b multiplication problem has been reduced to four b x b
multiplications and a three-operand addition problem. The b x b multiplications can be performed
by smaller hardware multipliers or via table lookup. Then, we can compute the 4b-bit product
by means of a single level of carry-save addition, followed by a 3b-bit carry-propagate addition.
Note that b bits of the product are directly available following the » x b multiplications.

Larger multipliers, such as 3b x 3b or 4b x 4b, can be similarly synthesized from b x b-
multiplier building blocks. Figure 12.2 shows that 3b x 3b multiplication leads to five numbers,
while 4b x 4b multiplication produces seven numbers. Hence, we can complete the multiplication

191
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an aL Rearranged partial products
in 2b X 2b multiplication
ETE A
x X JCx] obbits  bbits
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Canxa ]
ey .
[ D ] 3b bits

Fig. 12.1 Divide-and-conquer strategy for synthesizing a 26 x 2b multiplier from b x b
multipliers.

process in these two cases by using a row of (5; 2)- or (7; 2)-counters, followed by a 5b- or
7b-bit fast adder, respectively. Note that b bits of the product are obtained directly from a
small multiplier.

For example, given 4 x 4 multipliers as building blocks, we can synthesize a 16 x 16
multiplier using 16 of the small multipliers, along with 24 (7; 2)-counters and a 28-bit fast adder.
The structure of a 32 x 32 multiplier built of 8 x 8-multiplier building blocks is identical to the
device above.

One can view the preceding divide-and-conquer scheme, depicted in Figs. 12.1 and 12.2, as
radix-2° multiplication, except that each radix-2? digit of the multiplier produces several partial
products, one for each radix-2° digit of the multiplicand, instead just one.

For 2b x 2b multiplication, one can use b-bit adders exclusively to accumulate the partial
products, as shown in Fig. 12.3 for b = 4. The pair [/, j] of numbers shown next to a solid line
in Fig. 12.3 indicate that the 4-bit bundle of wires represented by that line spans bit positions i
through j. A dotted line represents one bit, with its positions given by a single integer. We need
five b-bit adder blocks, arranged in a circuit of depth 4, to perform the accumulation. This is
attractive if b-bit adders are available as economical, off-the-shelf components. The resulting
design is not much slower than the design based on CSA reduction if the latter design uses a
cascade of three b-bit adders for the final 35-bit addition.

Instead of & x b multipliers, one can use b; x by multipliers. For example, with 8 x 4
multipliers as building blocks, a 16 x 16 multiplier can be synthesized from eight such units,
followed by a 5-to-2 reduction circuit and a 28-bit adder.

4bx 4b
g 3bx 3b
[ " | 2bx2b
C 1l - bxb
_—T — | 1

< =)
————

Fig. 12.2  Using b x b multipliers to synthesize 2b x 2b, 3b x 3b, and 4b x 4b multipliers.
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ay XH a_ X4  ay ' a XL Fig. 12.3 Using 4 x 4 multipliers
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12.2 ADDITIVE MULTIPLY MODULES

We note from the discussion in Section 12.1, and Fig. 12.3 in particular, that synthesizing large
multipliers from smaller ones requires both multiplier and adder units. If we can combine the
multiplication and addition functions into one unit, then perhaps a single module type will suffice
for implementing such multipliers. This is the idea behind additive multiply modules (AMMs).

The additive multiply module in Fig. 12.4a, performs the computation p = ax +y + 2,
where a and y are 4-bit numbers and x and z are 2-bit numbers. The maximum value of the
result p is (15 x 3) 4+ 15 + 3 = 63, which can be represented with 6 bits. Figure 12.4b shows
an implementation of this AMM using four full adders (boxes enclosing three dots) and a 4-bit
adder in dot notation.

L HEHER -

5 —_— [ x ’ . z
| I I I | l -bét adder |E Cin
p=ax+y+z
L[] L ] L] [ ] L] . p
(@) (b)

Fig. 12.4 Additive multiply module with 4 x 2 multiplier (ax) plus 4-bit and 2-bit additive inputs
(v and z).
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Figure 12.5 shows how the 8 x 8 multiplier example of Fig. 12.3 can be built from eight
AMMs of the type depicted in Fig. 12.4. Note that eight 4 x 2 multipliers would have been needed
for this design; so the number of modules is kept to a minimum. Each AMM is slower than a
4 x 2 multiplier by at most one full-adder level. So, the delay in Fig. 12.5 that is attributable
to the addition function is no more than six FA delays (the critical path goes through six AMM
modules). Thus, given that the cost of a4 x 2 AMM is less than the combined costs of a 4 x 2
multiplier and a 4-bit adder, the design shown in Fig. 12.5 is very cost-effective.

Figure 12.6 depicts an alternate design for an 8 x 8 multiplier using the same number and
type of 4 x2 AMMs as in Fig. 12.5 (as well as the same notational conventions). This latter design
is slower that the design of Fig. 12.5 because its critical path goes through all eight modules.
However, it is more regular and, thus, readily generalizable to any 4k, x 2h; multiplier with
compact VLSI layout.

In general, a b x ¢ AMM will have a pair of b-bit and c-bit multiplicative inputs, two b-bit
and c-bit additive inputs, and a (b+-c¢)-bit output. The number of bits in the output is just adequate
to represent the largest possible output value, as evident from the following identity:

Q- -D+ - D+ Q=1 =201

In designing larger multipliers based on b x ¢ AMMs, the (b + ¢)-bit output of each AMM
is divided into a b-bit upper part and a c-bit lower part that are supplied as additive inputs to
other AMMs or serve as primary outputs. An AMM that receives ay;, j+5-1) and Xj; i1c—1) as its
multiplicative inputs should have values spanning the bit positions [i + j,i + j + b — 1] and
[i +j,i+ j+ c— 1] as its additive inputs (why?). To design a k x ! multiplier, where b and

Legend: *1 * Fig. 12.5 An 8 x 8 multiplier built
Y — | xqq Of4 > 2additive multiply modules.
- 4 bits — 4o, 3] ' Inputs marked with an asterisk
. . 2.5 —ou carry Os.
I l X[O, 1] 1 .
a7 a3l (2.3]
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a3 e
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X 14, 5] 6, 7]
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[10,13]
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aps, 7, ajo,3) . Fig. 12.6 Alternate 8 x 8 multiplier design
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¢ divide both k and /, one can organize the kl/(bc) AMMs as a (k/b) x (I/c) or a (k/c) x (I/b)
array. This provides some flexibility in fitting the design to the available chip area. However,
the choice may have nontrjvial implications for speed.

12.3 BIT-SERIAL MULTIPLIERS

Bit-serial arithmetic is attractive in view of its smaller pin count, reduced wire length, and lower
floor space requirements in VLSI. In fact, the compactness of the design may allow us to run a
bit-serial multiplier at a clock rate high enough to make the unit almost competitive with much
more complex designs with regard to speed. In addition, in certain application contexts inputs are
supplied bit-serially anyway. In such a case, using a parallel multiplier would be quite wasteful,
since the parallelism may not lead to any speed benefit. Furthermore, in applications that call
for a large number of independent multiplications, multiple bit-serial multipliers may be more
cost-effective than a complex highly pipelined unit.

Bit-serial multipliers can be designed as systolic arrays: synchronous arrays of processing
elements that are interconnected by only short, local wires thus allowing very high clock rates.
Let us begin by introducing a semisystolic multiplier, so named because its design involves
broadcasting a single bit of the multiplier x to a number of circuit elements, thus violating the
“short, local wires” requirement of pure systolic design [Kung82].

Figure 12.7 shows a semisystolic 4 x 4 multiplier. The multiplicand a is supplied in parallel
from above and the multiplier x is supplied bit-serially from the right, with its least significant
bit arriving first. Each bit x; of the multiplier is multiplied by a and the result added to the
cumulative partial product, kept in carry-save form in the carry and sum latches. The carry
bit stays in its current position, while the sum bit is passed on to the neighboring cell on the
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Multiplicand (parallel in Xy Xq X5 X
ag ag (P E ) a 0 X1 X5 X3
| I | D__ Multiplier
(serial in)
LSB-first
Sum
FA FA FA FA
Product
Carry (serial out)

Fig. 12.7 Semisystolic circuit for 4 x 4 multiplication in eight clock cycles.

right. This corresponds to shifting the partial product to the right before the next addition step
(normally the sum bit would stay put and the carry bit would be shifted to the left). Bits of the
result emerge serially from the right as they become available.

A k-bit unsigned multiplier x must be padded with k zeros to allow the carries to propagate
to the output, yielding the correct 2k-bit product. Thus, the semisystolic multiplier of Fig. 12.7
can perform one k x k unsigned integer multiplication every 2k clock cycles. If k-bit fractions
need to be multiplied, the first k output bits are discarded or used to properly round the most
significant k bits.

To make the multiplier of Fig. 12.7 fully systolic, we must remove the broadcasting of the
multiplier bits. This can be accomplished by a process known as systolic retiming, which is
briefly explained below.

Consider a synchronous (clocked) circuit, with each line between two functional parts
having an integral number of unit delays (possibly 0). Then, if we cut the circuit into two parts
¢ and cg, we can delay (advance) all the signals going in one direction and advance (delay) the
ones going in the opposite direction by the same amount without affecting the correct functioning
or external timing relations of the circuit. Of course, the primary inputs and outputs to the two
parts ¢, and cg must be correspondingly advanced or delayed, too (see Fig. 12.8).

For the retiming shown in Fig. 12.8 to be possible, all the signals that are advanced by d
must have had original delays of d or more (negative delays are not allowed). Note that all the

(a) Original delays. (b) Adjusted delays.

Fig. 12.8 Example of retiming by delaying the inputs to ¢ and advancing the outputs from ¢ by
d units,
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Muitiplicand (parallel in Xo X4 Xo X
ag ag P a, ) a, 0717273
ml ml M Multiplier
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LSB-first
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FA FA {84 FA H+94 FA
Product
Carry' (serial out)
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Fig. 12.9 A retimed version of our semisystolic multiplier.

signals going into ¢ have been delayed by d time units. Thus, ¢, will work as before, except
that everything, including output production, occurs d time units later than before retiming.
Advancing the outputs by d time units will keep the external view of the circuit unchanged.

We apply the preceding process to the multiplier circuit of Fig. 12.7 in three successive
steps corresponding to cuts 1, 2, and 3 in Fig. 12.9, each time delaying the left-moving signal
by one unit and advancing the right-moving signal by one unit. Verifying that the muitiplier
in Fig. 12.9 works correctly is left as an exercise. This new version of our multiplier does not
have the fan-out problem of the design in Fig. 12.7 but it suffers from long signal propagation
delay through the four FAs in each clock cycle, leading to inferior operating speed. Note that the
culprits are zero-delay lines that lead to signal propagation through multiple circuit elements.

One way of avoiding zero-delay lines in our design is to begin by doubling all the delays in
Fig. 12.7. This is done by simply replacing each of the sum and carry flip-flops with two cascaded
flip-flops before retiming is applied. Since the circuit is now operating at half its original speed,
the multiplier x must also be applied on alternate clock cycles. The resulting design in Fig. 12.10
is fully systolic, inasmuch as signals move only between adjacent cells in each clock cycle.
However, twice as many cycles are needed.

Multiplicand (parallel in)
a a

Xo X4 X5 X3
a Uyt

as 2 1

el — Jeb— e Muttpler
(serial in)
LSB-first

Sum

FA FA FA FA
Product
Carry (serial out)

Fig. 12.10 Systolic circuit for 4 x 4 multiplication in 15 cycles.
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The easiest way to derive a multiplier with both inputs entering bit-serially is to allow &
clock ticks for the multiplicand bits to be put into place in a shift register and then use the design
of Fig. 12.7 (or its fully systolic counterpart in Fig. 12.10) to compute the product. This increases
the total delay by k cycles.

An alternative bit-serial input/output design is obtained by writing the relationship between
the output and inputs in the form of a recurrence and then implementing it in hardware. Let a'”)
and x® denote the values of a and x up to bit position i (@@ = ag, a) = (@1a0)wo, €tc.).
Assume that the k-bit, 2’s-complement inputs are sign-extended to 2k bits. Define the partial
product p® as follows:

P& = 2=G+D 5O ()

Then, given that a® = 2a; 4+ a® D and x® = 2'x; + x4~V we have:

2p" =272 +a" )@y + x4

=pY 1 gx0Y 4 x50V 4 2 x

Thus, if p@~1 is stored in double-carry-save form (three rows of dots in dot notation, as opposed
to two for ordinary carry-save), it can be combined with the terms a;x“~" and x;a"~" using
a (5; 3)-counter to yield a double-carry-save result for the next step. The final term 2/a; x; has
a single 1 in the ith position where all the other terms have Os. Thus it can be handled by
using a multiplexer (Fig. 12.11). In cycle i, a; and x; are input and stored in the ith cell (the
correct timing is achieved by a “token” #, which is provided to cell O at time 0 and is then
shifted leftward with each clock tick). The terms a1 and x¢~", which are already available
in registers, are ANDed with x; and a;, respectively, and supplied along with the three bits of
p(i_l) as inputs to the (5; 3)-counter. Figures 12.11 and 12.12 show the complete cell design and
cell interconnection [lenn94]. The AND gate computing a;x; is replicated in each cell for the
sake of uniformity. A single copy of this gate could be placed outside the cells, with its output
broadcast to all cells.

Note that the 3-bit sum of the five inputs to the (5; 3)-counter is shifted rightward before
being stored in latches by connecting its LSB to the right neighboring cell, keeping its middle

plF1) a; X

t out‘»lflj E:I | .

Cout <~ J‘

Fig. 12.11 Building block for a latency-free, bit-serial multiplier.
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Fig. 12.12 The cellular structure of the bit-serial multiplier based on the

cell in Fig. 12.11.

bit in place, and shifting its MSB to the left. The product becomes available bit-serially at the
Sout output of the rightmost cell. Only k& — 1 such cells are needed to compute the full 2k-bit
product of two k-bit numbers. The reason is that the largest intermediate partial product is 2k — 1
bits wide, but by the time we get to this partial product,  bits of the product have already been

produced and shifted out.

Figure 12.13 uses dot notation to show the justification for the bit-serial multiplier design
above. Figure 12.13a depicts the meanings of the various partial operands and results, while
Fig. 12.13b represents the operation of the (5; 3)-counters. Note, in particular, how the dot
representing a; x; is transferred to the s, output by the cell holding the token (refer to the lower

right corner of Fig. 12.11).

o jeojfie o e\\o\o

«— x;ai-)

Already output

\ i-1)
. X’ }p<

a; xi=1)

X; a(/ 1)

Already

-@— accumulated

into three
numbers

L ]
%/ }2p<’) Shift right to obtain pt

(b)

Fig. 12.13 Bit-serial multiplier design in dot notation.
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| | | [ ] | | | Fig. 12.14 Modulo-(2° — 1)
J _‘ J J J carry-save adder.
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12.4 MODULAR MULTIPLIERS

A modular multiplier is one that produces the product of two (unsigned) integers modulo
some fixed constant . It is useful, for example, for implementing the multiplication oper-
ation for residue number systems. A modular multiplier could be implemented by attaching
a modular reduction circuit to the output of a standard binary multiplier. However, simpler
designs are often possible if the modular reduction is combined with the accumulation of
partial products. In particular, this approach obviates the need for keeping longer intermedi-
ate values.

The two special cases of m = 2? and m = 2 — 1 are, as usual, simpler to deal with. For
example, if the partial products are accumulated through carry-save addition, then for m = 2°,
the modular version simply ignores the carry output of the full adder in position b — 1 and for
m = 2% — 1, the carry out of position b — 1 is combined with bits in column 0 (Fig. 12.14).

As an example, consider the design of a modulo-15 multiplier for 4-bit operands. Since
16 = 1 mod 15, the six heavy dots in the dotted triangle in the upper left corner of Fig. 12.15
can be moved as shown, leading to the square partial products matrix on the lower left. The four
4-bit values can then be reduced by two levels of CSA (with wraparound links, as in Fig. 12.14)
followed by a 4-bit adder (again with end-around carry). We see that this particular modular
multiplier is in fact simpler than a standard 4 x 4 binary multiplier.

Similar techniques can be used to handle modular multiplication in the general case. For
example, a modulo-13 multiplier can be designed by using the identities 16 = 3mod 13,32 =6
mod 13, and 64 = 12 mod 13. Each dot inside the triangle in Fig. 12.15 must now be replaced
with two dots in the four lower-order columns (Fig. 12.16). Thus, some complexity is added

e o o e \ Fig. 12.15 Designofa
'. /] \\ Mod-15 CSA 4 x 4 modulo-15 multiplier.
L]

i
t

4 o]
\_,,/ \‘ [

by 16 [ Mod-15CSA |
- —

>

d Mod-15 CPA b
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Fig. 12.16 One way to

L] L ] L] . . L
e o o o design of a 4 x 4 modulo-13
e o s o multiplier.
L] L] L] L] L
L * L d L]
. *
L] L]
‘ L L] ‘

in view of the larger number of dots to be reduced and the need for the final adjustment of the
result to be in [0, 12].

To complete the design of our 4 x 4 modulo-13 multiplier, the values shown on the right-
hand side of Fig. 12.16 must be added modulo 13. After a minor simplification, consisting of
removing one dot from column 1 and replacing it with two dots in column 0, a variety of methods
can be used for the required modular multioperand addition [Pies94].

For example, one can use a CSA tree in which carries into column 4 are reinserted into
columns 0 and 1. However, this scheme will not work toward the end of the process and must
thus be supplemented with a different modular reduction scheme. Another approach is to keep
some of the bits emerging from the left end (e.g., those that cannot be accommodated in the
dot matrix without increasing its height) and reduce them modulo 13 by means of a lookup
table or specially designed logic circuit. Supplying the details is left as an exercise. Figure
12.17 shows a general method for converting an n-input modulo-m addition problem to a three-
input problem.

12.5 THE SPECIAL CASE OF SQUARING

Any standard or modular multiplier can be used for computing p = x? if both its inputs are
connected to x. However, a special-purpose k-bit squarer, if built in hardware, will be significantly
lower in cost and delay than a k¥ x k multiplier.

Address n Inputs Fig.. ?2.17 A general method for modular multioperand
I | L. | | | addition.
Table CSA tree
.
V ——
Data ‘
3-Input
modulo-m
adder

Sum mod m
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To see why, consider the problem of squaring a 5-bit unsigned binary integer
(x4x3%2X1%0)two. As shown in Fig. 12.18a, the partial products matrix can be considerably
simplified before performing multioperand addition. A term x;x; reduces to x; and a pair of
terms x;x; and x;x; in any given column can be replaced by x;x; in the next higher column. The
resulting simplified partial products matrix for our 5-bit example is shown in Fig. 12.18b. We see
that the two least significant bits of the square are obtained with no effort and that computing the
remaining bits involves a three-operand addition as opposed to a five-operand addition needed
for 5 x 5 multiplication.

Further simplifications and fine-tuning are often possible. For example, based on the
identities

X1X0 + x1 = 2x1x0 + X1 — X1Xg
= 2)(1)6() +)C](] - )C())

= 2x1Xx0 + X1 Xp

we can remove the two terms x;xo and x; from column 2, replacing them by x)X in column 2
and x| xg in column 3. This transformation reduces the width of the final carry-propagate adder
from 7 to 6 bits. Similar substitutions can be made for the terms in columns 4 and 6, but they
do not lead to any simplification or speedup in this particular example.

For a short word width %, the square of a k-bit number can be easily obtained from a
2k x (2k — 2) lookup table, whereas a much larger table would be needed for multiplying two
k-bit numbers. In fact, two numbers can be multiplied based on two table-lookup evaluations
of the square function, and three additions, using the identity ax = [(a + x)? = (a — x)?]/4.

X4 X3 X2 X1 X0
X Xy X3 X5 x1q X
XpXg X3Xg XX 1 *1Xol Xo¥o
X4Xl X3X1 X2X1 xlxl XOXl Reduce
XgXp X3Xp XXy X1Xp X0¥2 Move to xg
o §4§3 f{3§3 §2§3 §1§3 *0*3 to next
474 374 274 174 074 column

X X4 3 X2 X1 X0
X4X3 XXy XgX] XgXQ  X3XQ XpXQ X1xXg - xQ
x4 X3X3 X3X] XpX] X1
x3 x
Py Pg P Pg  P5 Pg P3P 0 X

(b) Reduce the bit matrix.

Fig. 12.18 Design of a 5-bit squarer.
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Chapter 24 contains a comprehensive discussion of table-lookup methods for performing, or
facilitating, arithmetic computations.

Finally, exponentiation can be performed by a sequence of squaring or square-multiply
steps. For example, based on the identity

xB = x((x(x*)*)?

we can compute x> by squaring x, multiplying the result by x, squaring twice, and finally
multiplying the result by x. We discuss exponentiation for both real and integer operands in
greater detail in Section 23.3.

12.6 COMBINED MULTIPLY-ADD UNITS

In certain computations, such as vector inner-product, convolution, or fast Fourier transform,
multiplications are commonly followed by additions. In such cases, implementing a multiply-
add unit in hardware to compute p = ax + y might be cost-effective. Since the preceding
computations are commonplace in signal processing applications, most modern digital signal
processors (DSPs) have built-in hardware capability for multiply-add, or multiply-accumulate,
operations. An example of this capability in DSP chips is presented in the last chapter (see
Section 28.4).

We have already discussed additive multiply modules (Section 12.2) that add one
or two numbers to the product of their multiplicative inputs. Similarly, at several points
in this and the preceding three chapters we have hinted at a means of incorporating an ad-
ditive input into the multiplication process (e.g., by initializing the cumulative partial
product to a nonzero value or by entering a nonzero value to the top row of an array
multiplier). In all cases, however, the additive inputs are comparable in width to the multi-
plicative inputs.

The type of multiply-add operation of interest to us here involves an additive input that
is significantly wider than the multiplicative inputs (perhaps even wider than their product).
For example, we might have 24-bit multiplicative inputs, yielding a 48-bit product, that is then
added to a 64-bit running sum. The wider running sum may be required to avoid overflow in
the intermediate computation steps or to provide greater precision to counter the accumulation
of errors.

Figure 12.19 depicts several methods for incorporating a wide additive input into the
multiplication process. First, we might use a CSA tree to find the product of the multiplicative
inputs in carry-save form and then add the result to the additive input using a CSA followed by a
fast adder (Fig. 12.19a). To avoid a carry-propagate addition in every step, the running sum may
itself be kept in carry-save form, leading to the requirement for two CSA levels (Fig. 12.19b).
The resulting hardware implementation for this latter scheme is quite similar to the partial-tree
multiplier of Fig. 11.9.

Alternatively, the two-step process of computing the product in carry-save form and adding
it to the running sum can be replaced by a merged multiply-add operation that directly operates
on the dots from the additive input(s) and the partial products dot matrix (Figs. 12.19¢ and
12.19d). We will revisit this notion of merged arithmetic in Section 23.6.
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12.1

12.2

12.3
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Multipliers built of smaller modules

a.

b.

Draw a schematic diagram of the 16 x 4 multiplier for unsigned numbers using only
4 x 4 multipliers and 4-bit adders.

Using dot notation, show an implementation for summing the four partial products
of part a using only 4-bit CSA modules and 4-bit carry-propagate adders.

Repeat part a with the 16-bit number in 2’s-complement format.
Repeat part b for the multiplier of part c.

Multipliers built of smaller modules Consider Fig. 12.2 depicting the construction of
gb x gb multipliers from b x b units.

a.

b.

C.

d.

Express the height of the partial products matrix of Fig. 12.2 as a function of g.
Generalize the result of part a to gb x hb multiplier built of » x b modules.

Repeat part a for the case of b x ¢ multipliers being used to synthesize a gb x gc
multiplier.

Generalize the result of part ¢ to gb x hc multiplier synthesized from b x ¢ units.

Multipliers built of AMMs Compare the 8 x 8 multiplier designs in Figs. 12.5 and
12.6 with respect to speed, assuming the following implementations for the 2 x 4 AMM
of Fig. 12.4.

a.
b.

Four-bit CSA followed by 4-bit ripple-carry adder.
Four-bit CSA followed by 4-bit carry-lookahead adder.
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124  Multipliers built of AMMs

a.

b.
c.

d.

Design a2 x 2 AMM, with two 2-bit additive inputs, using only four single-bit full
adders and four AND gates.

Show how to connect four AMM s of part a to form a 4 x 4 unsigned multiplier.

Estimate the delay of the 4 x 4 multiplier of part b, in units of FA delay, by drawing
and justifying the critical path on the circuit diagram.

Can one use the multiplier of part b as a 4 x 4 AMM? How or why not?

12.5 Building larger AMMs

a.

N

We have an unlimited supply of 2 x 4 AMMs of the type depicted in Fig. 12.4.
Using a minimal number of these AMMs, and no other component, synthesize a
4 x 4 AMM (with two 4-bit additive inputs).

Repeat part a for a2 x 8 AMM (additive inputs are 2 and 8 bits wide).

Repeat part a for a 6 x 6 AMM (additive inputs are both 6 bits wide).

Repeat part a for a4 x 8 AMM (additive inputs are 4 and 8 bits wide).

Build the 4 x 8 AMM of part d using two of the 4 x 4 AMMs designed in part a.

Compare the designs of parts d and e with respect to speed and cost.

12.6  Multipliers built of AMMs

a.
b.
c.
d.

Design a 16 x 8 multiplier using 4 x 2 AMMs arranged in a 4 x 4 array.
Repeat part a, this time arranging the modules in an 8 x 2 array.
Compare the designs of parts a and b with respect to speed.

Convert the designs of parts a and b into 16 x 8§ AMMs.

12.7 AMMs for 2’s-complement multiplication

a.

Design a 2 x 4 AMM, similar to that in Fig. 12.4, but with the following changes.
The x input is internally recoded using the digit set [—2, 2], so a third x bit, x_;, is
needed as context and a fifth a input, a_;, in case of left shifting. The 2-bit additive
input is replaced by a 1-bit input ¢; and a 1-bit output ¢; 4 that completes the 5-bit
sum of the two 4-bit values. A 6-bit result is needed at the most significant end, so
the AMM should also produce the two most significant bits of the result, to be used
in lieu of ¢;;4 when needed.

Build a 4 x 4 2’s-complement multiplier using the AMMs of part a.

Repeat part b for an 8 x 8 2’s-complement multiplier.

12.8  Systolic multipliers

a.

Present an argument for the correctness of the systolic multiplier in Fig. 12.10.

Trace the steps of the unsigned binary multiplication (1101)uo % (0101)y, to verify
your conclusion in part a.

Propose a cell design such that the multiplicand is stored internally and can be
modified when needed (this is useful when the multiplicand is a coefficient that
seldom changes). There are two operation modes. In “load” mode, the serial input
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129

12.10

12.11

12.12

12.13

12.14

pin is used to shift the multiplicand into internal latches (LSB-first). In “multiply”
mode, the multiplier is supplied as input and the product emerges as output.

Systolic multipliers A fully bit-serial k& x k systolic multiplier can be designed on
the basis of a linear array of 2k cells, numbered 0 through 2k — 1 from right to left,
which at the end will hold the 2k-bit product. The multiplier x is input from the left on
even-numbered clock ticks, with x; arriving at time 2i. The multiplicand a is input from
the right, MSB first, on odd numbered clock ticks, with a; input at time 2k — 2j + 1.

a. Show that x; and a; meet at cell 4 if and only if i + j = h.
b. Use the result of part a to derive a suitable cell design and intercell connections.

Modular multipliers Discuss the design of modulo-(2° + 1) multipliers using a suitable
(b + 1)-bit encoding of the inputs and intermediate results. Hint: Consider using one bit
to represent 0 and reducing all nonzero values by 1 for representation with the remaining
b bits.

Modular multipliers

a. Present a complete design for the modulo-13 multiplier discussed at the end of
Section 12.4.

b. Compare the design of part a to a standard 4 x 4 multiplier with respect to speed
and cost.

¢.  Designa5 x 5 modulo-29 multiplier. Hint: Work with partial results in [0, 31] rather
than [0, 28]. When a partial result exceeds 31, subtract 29 from it by discarding the
carry-out (worth 32 units) and adding 3. Thus, a wraparound connection similar to
that in Fig. 12.14 must be established from the carry-out to the two least significant
positions. The final sum in [0, 31] may need adjustment.

Modular squarers

a. Simplify the reduced partial products matrix of Fig. 12.18 to the extent possible if
the square of the 5-bit number x is to be obtained modulo 31.
Repeat part a for modulo-29 squaring of a 5-bit number.

¢ Discuss how modular multiplication ax mod m can be performed based on modular
squaring tables that hold z? mod m.

Design of squarers

a. Show that a 4-bit unsigned squarer can be designed using only two-input AND
gates, one full-adder, and a 5-bit binary adder.

b. Using the identity x;xg + x; = 2x,xy + X1 X0, as discussed near the end of Section
12.5, reduce the complexity of the 4-bit squarer of part a to a 4-bit adder plus a few
logic gates.

c. Design a circuit to compute_the-square of a 4-bit 2’s-complement input integer.
Hint: Use the identity —x;x; = —2x; + x;X; + x; and note that the final product is
representable in only 7 bits.

Bit-serial squarers Present a simplified version of the bit-serial multiplier design in
Fig. 12.11 for squaring a number x [Ienn94]. Hinz: The two terms a;x%~ and x;a%=Y
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are the same. So a single value needs to be added to the accumulated result. Because of
this, the accumulated result can be kept in carry-save form, rather than as three numbers,
allowing the use of a (3; 2)-counter.

Bit-serial inner-product computation Consider replacing the (5; 3)-counter in Fig.
12.11 by a (7; 3)-counter and using the two extra inputs to accommodate serial inputs b
and y, so that the value of ax + by is computed bit-serially [Hayn96].

a. How should the part of the circuit producing s, be modified?
b. Show that the resulting cells can in fact be used to compute ax + by + z.

Multiplication of complex numbers The quater-imaginary number system of Example
1.7 in Section 1.4 can be easily generalized to radix j/r and digit set [0, 7 — 1]. Show
that any complex number is representable in such a number system and discuss whether
this representation leads to faster multiplication for complex numbers.

Multipliers with narrower products Our discussions in Chapters 9—12 were based on
the assumption that in multiplying two k-bit operands, the full 2k-bit product must be
produced.

a. Present a thorough discussion of how the various multiplier designs are affected if
the k-bit product of two k-bit integers, plus an overflow indication, are sufficient.

b. Repeat part a, assuming that the input operands are k-bit fractions yielding a k-bit
product by truncating all bits of p beyond p_.

Fractional precision multiplication

a. Consider a 6 x 6 multiplier that uses a Wallace tree to reduce the six partial products
to two numbers and then adds them in a fast adder to obtain the product. Suggest
modifications in the design such that under the control of a “fractional precision”
signal, the multiplier acts as two independent 3 x 3 multipliers operating on the low
and high halves of the 6-bit inputs.

b. Repeat part a, this time assuming that the 6 x 6 multiplier is built of 3 x 3 AMMs.

Compare the incremental cost of adding the fractional precision arithmetic capability
to the multipliers of parts a and b and discuss.

d. Many modern microprocessors have a capability for fractional precision arithmetic
that allows them to handle multimedia data efficiently. How would you go about
designing a 32 x 32 multiplier so that it can also view its 32-bit inputs as two pairs
of 16-bit values or four pairs of 8-bit values?
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PART
AY

DIVISION

Division is the most complex of the four basic arithmetic operations and the hardest
one to speed up. Thus, dividers are more expensive and/or slower than multipliers.
Fortunately, division operations are also less common than multiplications. Two
classes of dividers are discussed here. In digit-recurrence schemes, the quotient is
generated one digit at a time, beginning at the most significant end. Binary versions
of digit-recurrence division can be implemented through shifting and addition, in
much the same way as shift/add multiplication schemes. Determining the digits
of the quotient from the most significant end allows us to “converge” to a k-digit
quotient in & cycles. Speeding up of division via reducing the number of shift/add
cycles leads to high-radix dividers. Array dividers as well as convergence methods
that require far fewer than k iterations, with each iteration being more complex, are
also discussed. This part is composed of the following four chapters:

Chapter 13 Basic Division Schemes
Chapter 14 High-Radix Dividers
Chapter 15 Variations in Dividers
Chapter 16 Division by Convergence

209






Chapter
13 |BASIC DIVISION
SCHEMES

Like sequential multiplication of k-bit operands, yielding a 2k-bit product,
the division of a 2k-bit dividend by a k-bit divisor can be realized in k cycles
of shifting and adding (actually subtracting), with hardware, firmware, or
software control of the loop. In this chapter, we review such economical,
but slow, bit-at-a-time designs and set the stage for speedup methods and
variations to be presented in Chapters 14-16. We also consider the special
case of division by a constant. Chapter topics include:

13.1  Shift/Subtract Division Algorithms
13.2 Programmed Division

13.3 Restoring Hardware Dividers
13.4 Nonrestoring and Signed Division
13.5 Division by Constants

13.6 Preview of Fast Dividers

13.1 SHIFT/SUBTRACT DIVISION ALGORITHMS

The following notation is used in our discussion of division algorithms:

z Dividend 20k—122k—2 "+ 2120
d Divisor dip—1dy—2 ---didy
g Quotient qk—19k-2 "+ 4190
s Remainder [z — (d X q)] Sk—15k—2 - - §150

The expression z — (d x gq) for the remainder s is derived from the basic division equation
7z = (d x q) + 5. This equation, along with the condition s < d, completely defines unsigned
integer division.

Figure 13.1 shows a 2k-bit by k-bit unsigned integer division in dot notation. The dividend
z and divisor d are shown near the top. Each of the following four rows of dots corresponds to
the product of the divisor d and one bit of the quotient ¢, with each dot representing the product

211
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« o o o q Fig. 13.1 Division of an 8-bit number by
a 4-bit number in dot notation.
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e o o o —qu 23
e o o o _q2d 22
e o o o _q1d 21
3

(logical AND) of two bits. Since qk—; s in {0, 1}, each term gx_;d is either O or d. Thus, the
problem of binary division reduces to subtracting a set of numbers, each being 0 or a shifted
version of the divisor d, from the dividend z.

Figure 13.1 also applies to nonbinary division, except that with » > 2, both the selection
of the next quotient digit gx_; and the computation of the terms g _ ;d become more difficult
and the resulting products are one digit wider than d. The rest of the process, however, remains
substantially the same.

Just as sequential multiplication was done by repeated additions, sequential division is
performed by repeated subtractions. The partial remainder is initialized to s© = z. In step j, the
next quotient digit gx—; is selected. Then, the product g ;d (which is either 0 or d) is shifted
and the result subtracted from the partial remainder. So, compared to multiplication, division
has the added complication of requiring quotient digit selection or estimation.

Another aspect of division that is different from multiplication is that whereas the product
of two k-bit numbers is always representable in 2k bits, the quotient of a 2k-bit number divided
by a k-bit number may have a width of more than k bits. Thus, an overflow check is needed
before division algorithm is applied. Since, for unsigned division, we have ¢ < 2¥ and s < d,
to avoid overflow, we must have:

2<@=Dd+d=2%4d

Hence, the high-order k bits of z must be strictly less than d. Note that this overflow check also
detects the divide-by-0 condition.

Fractional division can be reformulated as integer division, and vice versa. In an integer
division characterized by z = (d x g) + s, we multiply both sides by 2~2:

2%z =@y x @7Fg)] +27%s

Now, letting the 2k-bit and k-bit inputs be fractions, we see that their fractional values are
related by:

Zfrac = (dfrac X Gfrac) + 2_ksfrac

Therefore, we can divide fractions just as we divide integers, except that the final remainder
must be shifted to the right by & bits. In effect, this means that k zeros are to be inserted
after the radix point to make the k-bit (fractional) remainder into a 2k-bit fractional num-
ber with k leading Os. This makes sense because when we divide Zfrac DY a number dfac
that is less than 1, the remainder should be less than ulp in the quotient (otherwise, the
quotient could be increased without the remainder going negative). The condition for no over-
flow in this case is zfac < dfac, Which is checked in exactly the same way as for inte-
ger division.



13.2 PROGRAMMED DIVISION 213

Sequential or bit-at-a-time division can be performed by keeping a partial remainder,
initialized to s© = z, and successively subtracting from it the properly shifted terms gx—;d
(Fig. 13.1). Since each successive number to be subtracted from the partial remainder is shifted
by one bit with respect to the preceding one, a simpler approach is to shift the partial remainder by
one bit, to align its bits with those of the next term to be subtracted. This leads to the well-known
sequential division algorithm with left shifts:

s =250V _ g (2%d) with s@ =z and s =2k
‘shift
left

| —— subtract ——|

The factor 2F by which d is premultiplied ensures proper alignment of the values. After k
iterations, the preceding recurrence leads to:

s® = 2ks@ _ g (2kd) = 2F[z — (¢ x d)] =255
The fractional version of the division recurrence is:

= B~ g with S0 =z and st5 = Vo
Note that unlike multiplication, where the partial products can be produced and processed from
top to bottom or bottom to top, in the case of division, the terms to be subtracted from the initial
partial remainder must be produced from top to bottom. The reason is that the quotient bits
become known sequentially, beginning with the most significant one, whereas in multiplication
all the multiplier bits are known at the outset. This is why we do not have a division algorithm
with right shifts (corresponding to multiplication with left shifts).

The division of z = (117)en = (0111 0101)y0 by d = (10)ien = (1010)4y0 to obtain the
quotient ¢ = (11)en = (1011);wo and the remainder s = (7)en = (0111)1y0 is depicted on the
left-hand side of Fig. 13.2. Figure 13.2 (right) shows the fractional version of the same division,
with the operands z = (117/256)n = (0111 0101 )wo, d = (10/16)ien = (.1010),y, and the
results g = (11/16)ien = (1011)wo, § = (7/256)1en = (.0000 O111) 0.

In practice, the required subtraction is performed by adding the 2’s complement of 2kd or
d to the partial remainder (more on this later). Note that there are but two choices for the value
of the next quotient digit g¢—; or g_; in radix 2, with the value 1 selected whenever the shifted
partial remainder 25V~ is greater than 2*d or d. Sections 13.3 and 14.4 contain more detailed
discussions on quotient digit selection.

13.2 PROGRAMMED DIVISION

On a processor that does not have a divide instruction, one can use shift and add instructions to
perform integer division. Since one quotient digit is produced after each left shift of the partial
remainder, we need only two k-bit registers to store the partial remainder and the quotient: Rz
for the most significant k bits of the partial remainder, and Rq for the rest of the partial remainder
plus the partial quotient produced thus far (Fig. 13.3). In each cycle, the double-width register
Rz|Rq is shifted left and the new quotient digit is inserted in the just-vacated LSB of Rq. This
insertion is accomplished by incrementing Rq by 1 if the next quotient digit is 1.
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Integer division

Fractional division

z 0111 0101  Zac 0111 0101
24d 1010 rac 1010

s(0) 0111 0101 50 0111 0101
2500 01110 10 1 250  0.1110 101
-g324d 1010 {g=1 —-gqd .1010 {gqi=1)
s(1) 0100 101 st 0100 101
2s) 01001 01 2s) 0.1001 01
~G224d 0000 {gp=0 -god .0000 {gs=0)
5@ 1001 01 s@) 1001 01
252 10010 1 252 1.0010 1
-gi24d 1010 {g=1 -gsd .1010 {gg=1}
s3) 1000 1 s0) 1000 1
253 1000 1 253 1.0001

~Go24d 1010 {go=1 —gud .1010 {gq=1)
s(4) 0111 s4) 0111

s 0111  Siac 0000 0111
q 1011  Grac 1011

Fig. 13.2 Examples of sequential division with integer and fractional operands.

Figure 13.4 shows the structure of the needed program for sequential division. The instruc-
tions used in this program fragment are typical of instructions available on many processors.

The subtract instruction in the program fragment of Fig. 13.4 needs some elaboration. If
we reach the subtract instruction by falling through its preceding branch instruction, then Rs >
Rd, and the desired effect of leaving Rs — Rd in Rs is achieved through subtraction. However,
if we reach the subtract instruction from the skip instruction, then the carry flag is 1 and Rs <
Rd. In this case, the proper result is to leave (2*+ Rs) — Rd in Rs, where 2 represents the MSB
of the shifted partial remainder held in the carry flag. But we have:

(2* + Rs) —Rd =Rs + (2¢ — Rd)
= Rs + 2’s-complement of Rd

Shifted partial Shifted partial Next
| remainder ;  Qquotient i quotient
J ' ! digit
Carry Rs Rg inserted
flag I here
| i
! Partial remainder Partial quotient’
(2k — j bits) (f bits)
Rd
00 0000 ]

L Divisor d
1
i

1

Fig. 13.3 Register usage
for programmed division.
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{Using left shifts, divide unsigned 2k-bit dividend,
z_highlz_low, storing the k-bit quotient and remainder.
Registers: RO holds 0 Rc for counter
Rd for divisor Rs for z_high & remainder
Rq for z_low & quotient}

{Load operands into registers Rd, Rs, and Rq}

div: load Rd with divisor
load Rs with z_high
load Rq with z_low

{Check for exceptions}

branch  d_by 0if Rd=R0
branch d_ovfl if Rs > Rd

{Initialize counter}
load k into Rc

{Begin division loop}

d_loop: shift Rq left 1 {zero to LSB, MSB to carry}
rotate Rs left 1 {carry to LSB, MSB to carry}
skip if carry = 1
branch no_sub if Rs < Rd
sub Rd from Rs
incr Rq {set quotient digit to 1}
no_sub: decr Rc {decrement counter by 1}

branch d_loop if Rc #0

{Store the quotient and remainder}

store Rq into quotient
store Rs into remainder
d_by O
d_ovflh:
d_done

Fig. 13.4 Programmed division using left shifts.

Thus, even though we are performing unsigned division, a 2’s-complement subtract instruction
produces the proper result in either case.

Ignoring operand load and result store instructions (which would be needed in any imple-
mentation), the function of a divide instruction is accomplished by executing between 6k +3 and
8k + 3 machine instructions, depending on the operands. For 32-bit operands, this means well
over 200 instructions on the average. The situation improves somewhat if a special instruction
that does some or all of the required functions within the division loop is available. However,
even then, no fewer than 32 instructions would be executed in the division loop. We thus see
the importance of hardware dividers for applications that involve a great deal of numerical
computations.

Microprogrammed processors with no hardware divider use a microroutine very similar
to the program in Fig. 13.4 to perform division. For the same reasons given near the end of
Section 9.2 in connection with programmed multiplication, division microroutines are signifi-
cantly faster than their machine-language counterparts, though still slower than the hardwired
implementations we examine next.
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13.3 RESTORING HARDWARE DIVIDERS

Figure 13.5 shows a hardware realization of the sequential division algorithm for unsigned
integers. At the start of each cycle j, the partial remainder s~ is shifted to the left, with its
MSB moving into a special flip-flop. Then the trial difference 25U~ — g, ;(2*d) is computed.
Because of the 2* factor in the preceding expression, the divisor is aligned with the upper & bits
of the partial remainder for the trial subtraction and the lower part of the partial remainder is
not affected.

As stated in connection with programmed division in Section 13.2, the next quotient digit
should be 1 if the MSB of 25Y/~", held in the special flip-flop, is | or if the trial difference is
positive (coy = 1). In either case, g;_ j = 1 becomes the shift input for the quotient register and
also causes the trial difference to be loaded into the upper half of the partial remainder register to
form the new partial remainder for the next cycle. Otherwise, g j = 0, and the partial remainder
does not change.

We refer to the division scheme of Fig. 13.5 as restoring division. The quotient digit in
radix 2 is in {0, 1}. The trial subtraction corresponds to assuming qi—;j = 1. If the trial difference
is positive, then the next quotient digit is indeed 1. Otherwise, qr—j = 1 is too large and the
quotient digit must be 0. The term “restoring division” means that the remainder is restored to
its correct value if the trial subtraction indicates that 1 was not the right choice for ¢;_;. Note
that we could have chosen to load the trial difference in the partial remainder register in all
cases, restoring the remainder to its correct value by a compensating addition step when needed.
However, this would have led to slower hardware.

Just as the multiplier could be stored in the lower half of the partial product register (Fig.
9.4), the quotient and the lower part of the partial remainder can share the same space, since
quotient bits are derived as bits of the partial remainder move left, freeing the required space for
them. Excluding the control logic, the hardware requirements of multiplication and division are
quite similar, so the two algorithms can share much hardware components (compare Figs. 9.4
and 13.5).

As a numerical example, we use the restoring algorithm to redo the integer division
given in Fig. 13.2. The result is shown in Fig. 13.6; note the restoration step corresponding

Trial difference <4— Ui Fig. 13.5 Shift/subtract sequential restoring
; - r divider.
MSB of ) s
2 |
EL Partiallremainder—l
L l Load

1k

Divisor

Sub
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to g» = 0 and the extra bit devoted to sign in intermediate operands. A shifted partial re-
mainder does not need an extra sign bit, since its magnitude is immediately reduced by a trial
subtraction.

Thus far, we have assumed unsigned operands and results. For signed operands, the basic
division equation (d x g) + s, along with

sign(s) = sign(z) and |s| < |d|

uniquely define the quotient ¢ and remainder s.
Consider the following examples of integer division with all possible combinations of signs
for z and 4:

z=5 d=3 = g=1 =
z=3 d=-3 = =-1 s=
z=-5 d=3 = =-1 s=-2
z=-5 d=-3 = 1 s=-2

We see from the preceding examples that the magnitudes of ¢ and s are unaffected by the input
signs and that the signs of g and s are easily derivable from the signs of z and d. Hence, one way
to do signed division is through an indirect algorithm that converts the operands into unsigned
values and, at the end, accounts for the signs by adjusting the sign bits or via complementation.
This is the method of choice with the restoring division algorithm.

z 0111 0101 No overflow, since:
24¢ 0 1010 (0111)two < (1010)wo
—244d 1 0110

s(0) 0 0111 0101

2s(0) 0 1110 101

+(—240) 1 0110

s(1) 0 0100 101 Positive, so set gz =1
2s(1) 0 1001 01

+#24) 1 0110

s(2) 1 1111 01 Negative, so set go =0
s@=2s1) 0 1001 01 and restore

2s(2) 1 0010 1

+(—240) 1 0110

s(3) 0 1000 1 Positive, so set g1 = 1
2s(3) 1 0001

+(~240) 1 0110

s(4) 0 0111 Positive, so set go = 1
s 0111

q 1011

Fig. 13.6 Example of restoring unsigned division.
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13.4 NONRESTORING AND SIGNED DIVISION

Implementation of restoring division requires paying attention to the timing of various events.
Each of the k cycles must be long enough to allow the following events in sequence:

Shifting of the registers.
Propagation of signals through the adder.
Storing of the quotient digit.

Thus, the sign of the trial difference must be sampled near the end of the cycle (say at the
negative edge of the clock). To avoid such timing issues, which tend to lengthen the clock cycle,
one can use the nonrestoring division algorithm. As before, we assume gy _ j = 1 and perform
a subtraction. However, we always store the difference in the partial remainder register. This
leads to the partial remainder being temporarily incorrect (hence the name “nonrestoring”).

Let us see why it is acceptable to store an incorrect value in the partial remainder register.
Suppose that the shifted partial remainder at the start of the cycle was u. If we had restored the
partial remainder u — 2% to its correct value u, we would proceed with the next shift and trial
subtraction, getting the result 2u —2*d. Instead, because we used the incorrect partial remainder, a
shift and trial subtraction would yield2(u—2kd)—2%d = 2u— (3x2*%d), which s not the intended
result. However, an addition would do the trick, resulting in 2(« — 2%d) +2*d = 2u — 2*d, which
is the same value obtained after restoration and trial subtraction. Thus, in nonrestoring division,
when the partial remainder becomes negative, we keep the incorrect partial remainder, but note
the correct quotient digit and also remember to add, rather than subtract, in the next cycle.

Before discussing the adaptation of nonrestoring algorithm for use with si gned operands, let
us use the nonrestoring algorithm to redo the example division of Fig. 13.6. The result is shown
in Fig. 13.7. We still need just one extra bit for the sign of s/, which doubles as a magnitude
bit for 2s),

Figure 13.8 depicts the relationship between restoring division and nonrestoring division
for the preceding example division, namely, (117)en/(10)n. In each cycle, the value 2¢d =
(160)ten is added to or subtracted from the shifted partial remainder.

Recall that in restoring division, the quotient digit values of 0 and 1 corresponded to “no
subtraction” (or subtraction of 0) and “subtraction of d.” respectively. In nonrestoring division,
we always subtract or add. Thus, it is as if the quotient digits are selected from the set {1, -1},
with 1 corresponding to subtraction and -1 to addition. Our goal is to end up with a remainder
that matches the sign of the dividend (positive in unsigned division). Well, this viewpoint (of
trying to match the sign of the partial remainder s with the sign of the dividend z) leads to the
idea of dividing signed numbers directly. The rule for quotient digit selection becomes:

If sign(s) = sign(d) then Gi—j=lelseqi_j = "1
Two problems must be dealt with at the end:

1. The quotient with digits 1 and -1 must be converted to standard binary.

2. If the final remainder s has a sign opposite that of z, a correction step, involving the
addition of &d to the remainder and subtraction of +1 from the quotient, is needed (since
there is no next step to compensate for the nonrestoration of the correct remainder).

Note that the correction step might be required even in unsigned division (when the final
remainder is negative). We deal with the preceding two problems in turn.
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so subtract
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and subtract

Negative, so set go =0
and add

Positive, so set gy = 1
and subtract

Positive, so set qo = 1

Fig. 13.7 Example of nonrestoring unsigned division.
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To convert a k-digit BSD quotient ¢ = (gx—1gk—2 - - - go)Bsp With g; € {1, 1} to a k-bit,
2’s-complement number, do as follows:

Replace all -1 digits with Os to get the k-bit number p = pr—1 px—2 - - - Po, with p; € {0, 1}.
Note that the p;s and g;s are related by ¢; = 2p; — 1.

Complement p;_; and then shift p left by 1 bit, inserting 1 into the LSB, to get the 2’s-
Complement qUOtient q= (_p“kvlpk—Z - Po l)z’s—compl'

The proof of correctness for the preceding conversion process is straightforward (note that
we have made use of the identity Y\_) 2/ = 2F — 1)

From the preceding algorithm, we see that the conversion is quite simple and can be done on
the fly as the digits of the quotient are obtained. If the quotient is to be representable as a k-bit,
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300 596 > Fig. 13.8 Partial remainder
284 _160 variations for restoring and
x2 nonrestoring division.
ﬂ %2 ~160
$ 200
2
2 * 160 148 14 \/
©
117, 1
g x 2, s@ 36 's(3) 12
= 100 ) .
S s 748 -160 s™=165
B s(1)
0
-120
Trial difference negative;
restore previous value
-100
(a) Restoring.
300 >7
234
ﬂ X 2 -160
P 200 %5
° (160 148
3 117 " 112
S 100 Xy\ 5@
S 2
P 0
= sO LY -160 s=16s
'g s() +160
)
-1202 {
s@ oy
-100
(b) Nonrestoring.
2’s-complement number, then we must have Pr—1 = Pik—2, leading to the requirement that the

BSD digits g;_1 and gx_, be different. Thus, overflow is avoided if and only if:

sign(z) # sign(s('))

Hence, on-the-fly conversion consists of setting the quotient sign bit in the initial cycle, producing
a 1 (0) for each subtract (add) thereafter, and producing a 1 for the last digit before proceeding
to the correction step.

The final correction, if needed, is also quite simple. It involves adding/subtracting 1 to/from
¢ and subtracting/adding 2*d from/to the remainder. Note that the aim of the correction step is to
change the sign of the remainder. Thus if sign(s®) = sign(d), we subtract from s and increment
g; otherwise, we add to s and decrement q.

In retrospect, the need for a correction cycle is easy to see: with the digit set {1, 1} we can
represent only odd integers. So, if the quotient happens to be even, a correction is inevitable.

Figure 13.9 shows an example nonrestoring division with 2’s-complement operands. The
example illustrates all aspects of the nonrestoring division algorithm, including remainder
correction and quotient conversion/correction. The reader is urged to examine Fig. 13.9 closely
and to construct other examples for practice.
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z 0010 0001 Dividend = (33)en
24d 1 1001 Divisor = (~7)ten
—24d 0 0111
s(0) 0 0010 0001
25(0) 0 0100 001 sign(s(®) # sign(d),
+24d 1 1001 so set g3 = -1 and add
sl 1 1101 001
2s(1) 1 1010 01 sign(s(1)) = sign(d),
+(—244d) 0 0111 s0 set go = 1 and subtract
52 0 0001 Ot
2s(2) 0 0010 1 sign(s(2)) # sign(d),
+24d 1 1001 so set g; = -1 and add
s(3) 11011 1
2s(3) 1 0111 sign(s(3)) = sign(d),
+(—244) 0 0111 so set g = 1 and subtract
s(4) 1 1110 sign(s(4)) #sign(d)
+(—24d) 0 0111 Corrective subtraction
s4) 0 0101
s 0101 Remainder = (S5)en
q 1111 Ucorrected BSD quotient
p /0/1 01 -1s replaced by Os

i
Shifted p 11011 Add 1 to correct
Go's-compl 1100 Quotient = (—4)en

Fig. 13.9 Example of nonrestoring signed division.

Figure 13.10 shows a hardware realization of the sequential nonrestoring division algorithm.
At the start of each cycle j, the partial remainder s~ is shifted to the left, with its MSB moving
into a special flip-flop. Except for the first cycle, the quotient digit is derived by XORing the sign
of the divisor and the complement of the sign of the partial remainder. The latter is the same as
Cout (since the two terms added to form the new partial remainder always are opposite in sign).

Once all the digits of ¢ have been derived in k cycles, two to four additional cycles may
be needed to correct the quotient ¢ and the final remainder s. Implementation details depend
on various hardware issues such as whether ¢ in the quotient register (or lower half of the
partial remainder register) can be directly input to the adder for correction or it should be
moved to a different register to gain access to the adder. Practical implementation details,
including a complete microprogram for nonrestoring division can be found elsewhere [Wase82,
pp. 181-192].

13.5 DIVISION BY CONSTANTS

Justification for our discussion of division by constants is similar to that given for multiplication
by constants in Section 9.5. The performance benefits of these methods is even more noticeable
here, given that division is generally a slower operation than multiplication. In what follows, we



222

Basic Division Schemes

<4 e Fig. 13.10  Shift/subtract sequential
MSB of Quotient nonrestoring divider.
2s(1) -
' Partial I remaindeﬂ
Divisor sign
Divisor 1 k
Complement Add/Sub
Gut Gn
k-bit adder,
£k

Complement of
partial remainder sign

consider only division by odd integers, since division by an even integer can be performed by
first dividing by an odd integer and then shifting the result. For example, to divide by 20, one
can divide by 5 and then shift the result right by two bit positions.

If only a limited number of constant divisors are of interest, their reciprocals can be
precomputed with an appropriate precision and stored in a table. Then, the problem of division
by any of these constants can be converted to that of multiplication by its constant reciprocal,
using the methods discussed in Section 9.5.

Faster constant division routines can be obtained for many small odd divisors by using
the mathematical property that for each odd integer d there exists an odd integer m such that
d xm =2" — 1. Thus:

_ m _ m
C2n—1 (1 -2

1
d

S A+27 +27 (1 27

Note that the expansion of 1/(1 — 2~") involves an infinite number of product terms of the form
1+ 272" Thus to divide z by d, we need to multiply it by m /2" (which is itself a constant
that can be precomputed for integer divisors of interest) and then by several factors of the form
1 427/, The number of such factors is proportional to the logarithm of the word width and
muitiplication by each one involves a shift followed by an addition.

Consider as an example division by the constant d = 5. We find m = 3 and n = 4 by
inspection. Thus, for 24 bits of precision, we have:

3z _ 3z
29—1 161 —2-%

z
5
3z —4 -8 —16
:E(1+2 YA 4271 +27'%

Note that the next term (1+2732) would shift out the entire operand and thus does not contribute
anything to a result with 24 bits of precision. Based on the preceding expansion, we obtain the
following procedure, consisting of shift and add operations, to effect division by 5:
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g < z + z shift-left 1 {3z computed}

q < q + q shift-right 4 (3z(1 4+ 274}

g < ¢ + g shift-right 8 Bz(1+27HU +278)

g < g +qshift-right 16 {3z(1+27H(1 +278)(1+2'))

q < g shift-right 4 (3z(1 +27H(1 + 273 (1 +2719)/16}

The preceding algorithm uses five shifts and four additions to divide z by 5.

In an application reported over a decade ago [Li85], division by odd constants of up to 55
was frequently required. So the corresponding routines were obtained, fine-tuned, and stored
in the system. An aspect of the fine-tuning involved compensating for truncation errors in the
course of computations. For example, it was found, through experimentation, that replacing the
first statement in the preceding algorithm (division by 5) by ¢ < z + 3 + z shift-left 1 would
minimize the truncation error on the average. Similar modifications were introduced elsewhere.

Simple hardware structures can be devised for division by certain constants [Scho97]. For
example, one way to divide a number z by 3 is to multiply it by 4/3, shifting the result to the
right by 2 bits to cancel the factor of 4. Multiplication by 4/3 can in turn be implemented by
noting that the following recurrence has the solution g = 4z/3:

g =¢q"V/4+z with g =0

An alternative to computing g sequentially is to use the fact that g is the output of an adder
with inputs y = ¢/4 (right-shifted version of the adder’s output) and z. The problem with this
implementation strategy is that feeding back the output g; to the input y;  creates a feedback
loop, given carry propagation between the positions i — 2 and i. However, the feedback loop
can be eliminated by using a carry-save adder instead of a carry-propagate adder. Working out
the implementation details is left as an exercise.

13.6 PREVIEW OF FAST DIVIDERS

Like multiplication, sequential division can be viewed as a multioperand addition problem (Fig.
13.11). Thus, there are but two ways to speed it up:

Reducing the number of operands to be added.
Adding the operands faster.

Reducing the number of operands leads to high-radix division. Adding them faster leads to
the use of carry-save representation of the partial remainder. One complication makes division
more difficult and thus slower than multiplication: the terms to be subtracted from (added to)
the dividend z are not known a priori but become known as the quotient digits are computed.
The quotient digits are in turn dependent on the relative magnitudes of the intermediate partial
remainders and the divisor (or at least the sign of the partial remainder in the radix-2 nonrestoring
algorithm). With carry-save representation of the partial remainder, the magnitude or sign
information is no longer readily available; rather, it requires full carry propagation in the
worst case.

High-radix dividers, introduced in Chapter 14 and further developed in Chapter 15, produce
several bits of the quotient, and multiply them by the divisor, at once. Speedup is achieved for
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e o o a e o o o q
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(a) k X kinteger multiplication (b) 2k X kinteger division

Fig. 13.11 (a) Multiplication and (b) division as multioperand addition problems.

radix 2/ as long as each radix-2/ division cycle is less than j times as long as a radix-2 division
cycle. A key issue in the design of high-radix dividers is the selection of the next quotient
digit directly from a few bits of the carry-save partial remainder, thus postponing full carry
propagation to the very end.

Because of the sequential nature of quotient digit production, there is no counterpart to tree
multipliers in the design of dividers. However, array dividers do exist and are discussed in Chapter
15, along with some variations in the design of dividers and combined multiplier/divider units.

Of course there is no reason to limit ourselves to the use of shift and add/subtract operations
for implementing dividers. We will see, in Chapter 15, that division by repeated multiplications
can be quite cost-effective and competitive in speed, especially when one or more fast parallel
multipliers are available.

13.1  Unsigned decimal division Perform the division z/d for the following dividend/divisor

pairs, obtaining the quotient ¢ and the remainder s. Present your work in tabular form,
as in Fig. 13.2.

a. a= 12345678 and x = 4321
b. a=.1234 5678 and x = .4321

13.2  Programmed nonrestoring division Write a program similar to the one in Fig. 13.4
for nonrestoring division. Compare the running time of your program to the restoring
version and discuss.

13.3  Programmed restoring division

a. Modify the division program of Fig. 13.4 for the case in which both the dividend
and the divisor are k bits wide. Analyze the running time of the new program.

b.  Modify the division program of Fig. 13.4 to correspond to true restoring division,
where subtraction is always performed, but the partial remainder is restored to its
original value via addition if it becomes negative. Compare the running time of your
modified program to the original one and discuss.

134  Fixed-time programmed division We would like to modify the division program of
Fig. 13.4 so that it always takes the same number of machine cycles to execute, provided
a divide-by-zero or overflow exception does not occur. We do not know the number of
machine cycles taken by each instruction, but any particular instruction always takes the
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same number of cycles. Suggest the required modifications in the program and compare
the running time of the resulting program to the original one.

Unsigned sequential restoring division Perform the division z/d for the following
dividend/divisor pairs, obtaining the quotient ¢ and the remainder s. Use the restoring
algorithm and present your work in tabular form, as in Fig. 13.6.

z=0101 and d = 1001

z=.0101 and d = .1001

z = 1001 0100 and d = 1101

z =.1001 0100 and d = .1101

pe g

Sequential nonrestoring division

a. After complementing z, redo the division example of Fig. 13.7.
b. After complementing both z and d, redo the division example of Fig. 13.7.

Sequential nonrestoring division Represent the following signed-magnitude dividends
and divisors in 5-bit, 2’s-complement format and then perform the division using the
nonrestoring algorithm. In each case, convert the quotient to 2’s-complement format.
z = +.1001 and d = +.0101

z = +.1001 and d = —.0101

z = —.1001 and d = +.0101

z=—.1001 and d = —.0101

g o g

Sequential multiplication/division Assuming 2’s-complement binary operands:

a. Perform the division z/d = 1.100/0.110 and obtain the 4-bit, 2’s-complement
quotient g and remainder s using the nonrestoring method.

b. Check your answer to part a by doing the 2’s-complement multiplication dxgq,
with ¢ as the multiplier, and adding the remainder s to the resulting product.

¢. Use the restoring method to perform the division of part a.

Radix-2 unsigned integer division Given the binary dividend z = 0110 1101 1110
0111 and the divisor d = 1010 0111, perform the unsigned division z/d to deter-
mine the 8-bit quotient ¢ and remainder s using both the restoring and nonrestoring
algorithms.

Radix-2 signed division Given the binary 2’s-complement operands z = 1.1010 0010
11 and d = 0.10110, use both the restoring and nonrestoring algorithms to perform
the division z/d to find the 2’s-complement quotient ¢ = go.¢—19-29—39-4g-5 and
remainder 1.11111s_¢5_75_gS_o5_10. Present your work in tabular form as in Fig. 13.9.

Nonrestoring hardware dividers By analyzing all eight possible combinations of
signs for the dividend, divisor, and final remainder, along with the corrective actions
required in each case, propose an efficient hardware design for a nonrestoring divider.
Hint: Based on the sign of the final remainder, produce an extra bit g—; of the quotient,
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13.12

13.13

13.14

13.15

13.16

REFERENCES

which becomes the LSB of the left-shifted p in converting to 2’s-complement. Then,
only negative quotients will need correction [Wase82, pp. 183-186].

Division by constants Using shift and add/subtract instructions only, devise efficient
routines for division by the following constants. Assume 32-bit unsigned operands,

19
43
88

129 (Hine: 2™ — 1 = 127 x 129.)

LI -

Division by special constants

®

Discuss the division of unsigned binary numbers by constants of the form 2° + 1.

b. Extend the procedure of part a to the case of a divisor that can be factored into a
product of terms, each of which is of the form 2° + | leg.,45 =22+ )22+ 1)].

¢.  Apply the method of part b to division by 99, with 32 bits of precision.

d. Compare the result of part ¢ to that obtained from the method discussed in Section
13.5.

Division by special constants

a. Devise general strategies for dividing z by positive constants of the form 2/ — 2,
where 0 <i < j (e.g., 62 =26 21 28 — 25 _ 22,

b. Repeat part a for constants of the form 2/ 4 2¢,

Fully serial dividers

a. Afully serial, nonrestoring divider is obtained if the adder of Fig. 13.10 is replaced
with a bit-serial adder. Show the block diagram of the fully serial divider based on
the nonrestoring division algorithm.

b. Design the required control circuit for the fully serial divider of part a.
Does it make sense to build a fully serial divider based on the restoring algorithm?

Hardware for division by constants A simple hardware scheme for dividing z by
certain constants was discussed at the end of Section 13.5 [Scho97].

a.  Supply the details of the required circuit for computing z/3.

b.  Outline the algorithm and hardware requirements for dividing z by 5.

¢.  Characterize the class of constants for which this scheme can be used.

[Kore93] Koren, I., Computer Arithmetic Algorithms, Prentice-Hall, 1993,

[Li85]
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pp. 866-869, 1985.
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Chapter

14

HIGH-RADIX
DIVIDERS

In this chapter, we review division schemes that produce more than one bit
of the quotient in each cycle (2 bits per cycle in radix 4, 3 bits in radix 8,
etc.). The reduction in the number of cycles, along with the use of carry-
save addition to simplify the required computations in each cycle, leads
to significant speed gain over the basic restoring and nonrestoring dividers
discussed in Chapter 13. Chapter topics include:

14.1
14.2
14.3
14.4
14.5
14.6

Basics of High-Radix Division
Radix-2 SRT Division

Using Carry-Save Adders
Choosing the Quotient Digits
Radix-4 SRT Division
General High-Radix Dividers

14.1 BASICS OF HIGH-RADIX DIVISION

228

Recall, from Chapter 13, that the equation z = (d x ¢) + s, along with the two conditions
sign(s) = sign(z) and |s| < |d|, completely defines the results g (quotient) and s (remainder) of
fixed-point division.

The radix-r counterpart of the binary division recurrence, derived in Section 13.1, can be
written as follows:

s = psl=D _ G—j (r*d) with s©@ =z and s® = ks

where the radix-r division parameters are:

z Dividend 22k-122k—2 "~ 2120
d Divisor dkfldkfz s dldo
g Quotient Gk—19k-2 - 4140
s Remainder [z — (d X ¢)]  sp_1Sk—2 - 5150
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BB q Fig. 14.1 Radix-4 division in dot
|mmme e o notation.
de o o e | ¢ o o o e o o z
st - (9302)wo 94

* o o o —(q1q0)twod4o

High-radix dividers of practical interest have r = 2¢ (and, occasionally, r = 10). Consider,
for example, radix-4 division. Each radix-4 quotient digit, obtained in one division cycle,
represents two radix-2 digits. So, radix-4 division can be viewed as radix-2 division with 2
bits of the quotient obtained in each cycle. In an 8-by-4 binary division performed in radix
4, for example, g3 and g, are determined first, with (g3¢2)wo(4°d) subtracted from 4z to
obtain the first partial remainder. This partial remainder is then used for determining ¢; and
go in the second and final cycle. Figure 14.1 shows the preceding radix-4 division in
dot notation.

Figure 14.2 depicts examples of radix-4 and radix-10 division. The radix-4 division example
shown has z = (7003)in = (0123 1123)goyr and d = (99een = (1203)four, yielding the
quotient ¢ = (70)en = (1012)5oy, and the remainder s = (73)ien = (1021)¢oy,. The radix-
10 example corresponds to the division (.7003)ten/(.99)en, yielding g = (.70)in and s =
(.0073)en-

Dividing binary numbers in radix 2% reduces the number of cycles required by a factor of
b, but each cycle is more difficult to implement because:

Radix-4 integer division Radix-10 fractional division

z 0123 1123 Zrac .70038
444 1203 rac .99

s(0) 0123 1123 s(0) .7003
4s(0) 01231 123 10s(0) 7.003
-g44d 01203 {gz=1} —-g-1d 6.93 {g1=7}
s(h) 0022 123 s .073

4s(1) 00221 23 10s(1) 0.7 3

-go44d 00000 {g=0} -god 0.00 {gp=0}
s 0221 238 s() .7 3

45(2) 02212 3 Strac .0073
-q144d 01203 {g=1} Gfrac .70

s(d) 1003 3

45(3) 10033

—go44d 03012 {g=2}

s(4) 1021

s 1021

q 1012

Fig. 14.2 Examples of high-radix division with integer and fractional operands.
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a. The higher radix makes the guessing of the correct quotient digit more difficult; we certainly
do not want to try subtracting 2¢d, 2(2%d), 3(2*d), etc., and noting the sign of the partial
remainder in each case, until the correct quotient digit has been determined—this would
nullify all the speed gain (in radix 4, two trial subtractions of d and 2d would be needed,
thus making each cycle almost twice as long with one adder).

b. Unlike multiplication, where all the partial products can be computed initially and
then subjected to parallel processing by multiple carry-save adders, the values to be sub-
tracted from (added to) z in division are determined sequentially, one per cycle. Further-
more, the determination of the quotient digits depends on the magnitude and/or sign of
the partial remainder; information that is not readily available from the stored-carry
representation.

Thus before discussing high-radix division in depth, we try to solve the more pressing problem of
using carry-save techniques to speed up the iterations in binary division. Once we have learned
how to use a carry-save representation for the partial remainder, we will revisit the problem of
high-radix division. The reason we attach greater importance to the use of carry-save partial
remainders than to high-radix division is that in going from radix 2 to radix 4, say, the division is
at best speeded up by a factor of 2. The use of carry-save partial remainders, on the other hand,
can lead to a larger performance improvement via replacing the delay of a carry-propagate adder
by the delay of a single full adder.

The key to being able to keep the partial remainder in carry-save form is introducing
redundancy in the representation of the quotient. With a nonredundant quotient, there is no room
for error. If the binary quotient is (0110 - - )0, say, subsequent recovery from an incorrect
guess setting the MSB of ¢ to 1 will be impossible. However, if we allow the digit set [—1, 1]
for the radix-2 quotient, the partial quotient (1 - - ), can be modified to (1 -1 - - )0 in the next
cycle if we discover that 1 was too large a guess for the MSB. The aforementioned margin for
error allows us to guess the next quotient digit based on the approximate magnitude of the partial
remainder. The greater the margin for error, the less precision (fewer bits of the carry-save partial
remainder) we need in determining the quotient digits.

14.2 RADIX-2 SRT DIVISION

Let us reconsider the radix-2 nonrestoring division algorithm for fractional operands character-
ized by the recurrence

sU) = 250D _ g—;jd with 5@ =z and s® =2k

with g_; € {~1, 1}. Note that the same algorithm can be applied to integer operands if d is
viewed as standing for 2¢d.

The quotient is obtained with the digit set {—1, 1} and is then converted (on the fly) to the
standard digit set {0, 1}. Figure 14.3 plots the new partial remainder, s, as a function of the
shifted old partial remainder, 25V~ For 2s¥~1 > 0, we subtract the divisor d from 25—
to obtain s/}, while for 2sY~1 < 0, we add d to obtain 5. These actions are represented
by thei' two oblique lines in Fig. 14.3. The heavy dot in Fig. 14.3 indicates the action taken for
2sU-D = 0.

Nonrestoring division with shifting over Os is a method that avoids addition or subtraction
when the partial remainder is “small.” More specifically, when 25V =Y is in the range [—d, d),
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1)

2s

Q

Fig. 14.3 The new partial remainder, s/, as a function of the shifted old partial remainder,
25Y=D in radix-2 nonrestoring division.

we know that the addition/subtraction prescribed by the algorithm will change its sign. Thus, we
can choose g_; = 0 and only shift the partial remainder. This will not cause a problem because
the shifted partial remainder will still be in the valid range [—2d, 2d) for the next step. With
this method, the quotient is obtained using the digit set {—1, 0, 1}, corresponding to “add,” “no
operation,” and “subtract,” respectively. Figure 14.4 plots the new partial remainder s/) as a
function of the shifted old partial remainder 25~ for such a modified nonrestoring division
algorithm that selects g_; = 0 for —d < 25970 < 4.

Since, with the preceding method, some iterations are reduced to just shifting, one might
think that the average division speed will improve in an asynchronous design in which the adder
can be selectively bypassed. But how can you tell if the shifted partial remainder is in [—d, d)?
The answer is that you can’t, unless you perform trial subtractions. But the trial subtractions
would take more time than they save! An ingenious solution to this problem was independently
suggested by Sweeney, Robertson, and Tocher. The resulting algorithm is known as SRT division
in their honor.

S0

q_j=1

P lall

aj=-1 a=

Fig. 144 The new partial remainder, s, as a function of the shifted old partial remainder,
25Y=D with q-;in{-1,0,1}.



232

High-Radix Dividers

Let us assume d > 1/2 (positive bit-normalized divisor) and restrict the partial remainder
to the range [—1/2, 1/2) rather than [—d, d). Initially this latter condition might not hold, so we
may have to shift the dividend z (which is assumed to be in the range —d < z < d if overflow
is to be avoided) to the right by one bit. To compensate for this initial right shift, we double the
quotient and remainder obtained after k + 1 cycles.

Once the initial partial remainder s© is adjusted to be in the range [—1/2, 1/2), all
subsequent partial remainders can be kept in that range, as evident from the solid rectangle
in Fig. 14.5.

The quotient digit selection rule associated with Fig. 14.5 to guarantee that s) remains in
the range [—1/2, 1/2) is:

if 2500 < —1/2

theng_; = —1

else if2sU-D > 172
theng ;=1
elseg_; =0
endif

endif

Two comparisons are still needed to select the appropriate quotient digit, but the comparisons are
with the constants —1/2 and 1/2 rather than with —d and d. Comparison with 1/2 or —1/2 is quite
simple. When the partial remainder s~V isin [—1/2, 1/2), the shifted partial remainder 25¥~
will be in [—~1, 1), thus requiring 1 bit before the radix point (the sign bit) for its 2’s-complement
representation.

2sU-D >+1/2= (O-I)Z’S—mmpl implies 2sU-D = O.1u_2u_3-- ')Z’S—mmpl
250D < —1/2 = (1.1)2/5—compl implies 25V~ = (1.0u_u_3 - - )2's—compl

We see that the condition 25~ > 1/2 is given by the logical AND term #ou_; and that of
25U~ < —1/2 by uoti_;. Thus, the required comparisons are preformed by two 2-input AND
gates. What could be simpler?

1/2
/ a;

2501

—1/2

-d
-1/2 1/2

Fig. 14.5 The relationship between new and old partial remainders in radix-2 SRT division.
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The nonrestoring divider of Fig. 13.10 is also valid for the SRT algorithm (only the control
state machine will change). Everything in the data path portion, including the quotient digit
selection logic and the conversion process, remains the same. What the SRT algorithm does
is similar to Booth’s recoding: it changes an addition (subtraction) followed by a sequence of
subtractions (additions) to a number of no-ops followed by a single addition (subtraction); that
is, it takes advantage of the equality +(2/ — 2/~1 —2/-2 ... _2/y = 427,

Figure 14.6 shows an example division performed with the SRT algorithm. The rules for the
final correction, if required, are exactly the same as for nonrestoring division, but the quotient
conversion algorithm given in Section 13.4 in inapplicable here in view of the presence of Os
in the quotient. One can use an on-the-fly conversion algorithm to convert the BSD quotient to
binary [Erce87]. Alternatively, one can have two quotient registers into which the positive and
negative digits of g are shifted. The binary version of g, before correction, can then be obtained
by a subtraction after all digits have been shifted in.

To further speed up the division process, we can skip over any number of identical leading
bits in s/~ by shifting. A combinational logic circuit can detect the number of identical leading
bits, resulting in significant speedup if a variable shifter is available. Here are two examples:

sU=D =0.0000110- ..  Shift left by 4 bits and subtract
sU=D = 1.1110100- -  Shift left by 3 bits and add

z .0100 0101 In[-1/2, 1/2),s0 OK

d .1010 In[1/2, 1), so OK

—-d 1.0110

s(0) 0.0100 0101

2s(0) 0.1000 101 >1/2,soset g-1=1

+(-d) 1.0110 and subtract

s(1) 11110 101

2s(1) 1.1101 01 In[-1/2,1/2), s0setqo =0
s(2) = 24(1) 1.1101 01

2s(2) 1.1010 1 <-1/2,s0setq_3 =-1

+d 0.1010 and add

s3) 0.0100 1

2s(3) 0.1001 >21/2,s0set g4 =1
+(—d) 1.0110 and subtract

s(4) = 25(3) 1.1111 Negative,

+d 0.1010 so add to correct

s(4) 0.1001

s 0.0000 1001

q 0.1011 Uncorrected BSD quotient
q 0.0110 Convert and subtract ulp

Fig. 14.6 Example of unsigned radix-2 SRT division.
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When we shift the partial remainder to the left by 4 bits, the quotient is extended by A — 1 zeros
and one nonzero digit in {—1, 1}. In the first example above, the digits 0 0 0 1 must be appended
to g, while in the second example, the quotient is extended using the digits 0 0-1.

Through statistical analysis, the average skipping distance in variable-shift SRT division has
been determined to be 2.67 bits. This means that on the average, one add/subtract is performed
per 2.67 bits, compared to one per bit in simple nonrestoring division. The result above assumes
random bit values in the numbers. However, numbers encountered in practice are not uniformly
distributed. This leads to a slight increase in the average shift distance.

Speedup of division by means of standard or variable-shift SRT algorithm is no longer
applied in practice. One reason is that modern digital systems are predominantly synchronous.
Another, equally important, reason is that in fast dividers, we do not really perform a carry-
propagate addition in every cycle. Rather, we keep the partial remainder in stored-carry form,
which needs only a carry-save addition in each cycle (see Section 14.3). Now, carry-save addition
is so fast that skipping it does not buy us anything; in fact the logic needed to decide whether to
skip will have delay comparable to the carry-save addition itself.

14.3 USING CARRY-SAVE ADDERS

Let us set aside SRT division and go back to the radix-2 division scheme with the partial
remainders in [—d, d), as represented by Fig. 14.4. However, instead of forcing the selection of
g—; = 0 whenever 25U~ falls in the range [—d, d), we allow the choice of either valid digit
in the two overlap areas where the quotient digit can be —1 or 0 and 0 or +1 (see Fig. 14.7).

Now, if we want to choose the quotient digits based on comparing the shifted partial
remainder to constants, the two constants can fall anywhere in the overlap regions. In particular,
we can use the thresholds —1/2 and 0 for our decision, choosing g_; = —1, 0, or 1 when
25U=D falls in the intervals [—2d, —1 /2), [1/2, 0), or [0, 2d), respectively. The advantages of
these particular comparison constants will become clear shortly.

f‘—wo ’W 0/ 1 >1
Querlap S y Overlap

q_/. =0, q_/. =1

25V

—d

—1/2 0
Choose -1 iChoose O Choose 1

Fig. 14.7 Constant thresholds used for quotient digit selection in radix-2 division with g_; in
{=1,0,1}.
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Suppose that the partial remainder is kept in stored-carry form: that is, as two numbers
whose sum is equal to the true partial remainder. To perform exact magnitude comparison with
such carry-save numbers would require full carry propagation since, in the worst case, the least
significant bit values can affect the most significant end of the sum. However, the overlaps
in valid ranges of 25U~ for selecting g_; = —1, 0, or 1 in Fig. 14.7 allow us to perform
approximate comparisons without risk of choosing a wrong quotient digit.

Letu = (uiuou_1u_3 - )os—compt and v = (V1Vp.V_1v_2 -+ )2's—compl be the sum and
carry components of the stored-carry representation of 2%~ Like 25U~V itself, each of these
components is a 2’s-complement number in the range [—2d, 2d). Then the following quotient
digit selection algorithm can be devised based on Fig. 14.7:

t=up_21) +v-21 {Add the most significant 4 bits of 4 and v}

ift <—1/2

theng_; = —1

else ift >0
then q-j = 1
elseq ;=0
endif

endif

The 4-bit number t = (¢1£9.7_17_3)2s—compl Obtained by adding the most significant 4 bits of u
and v [i.e., (1to-U—1U_2)2scompl and (V1 V0.V_1V_2)2s—compl] Can be compared to the constants
—1/2 and 0 based only on the three bit values #1, fy, and r_;. If ¢ < —1/2, the true value of
2sU~D is guaranteed to be less than 0, since the error in truncating each component was less
than 1/4. Similarly, if r < 0, we are guaranteed to have 2s¢~) < 1/2 < d. Note that when
we truncate a 2’s-complement number, we always reduce its value independent of the number’s
sign. This is true because the discarded bits are positively weighted.

The preceding division algorithm requires the use of a 4-bit fast adder to propagate the
carries in the high-order 4 bits of the stored-carry shifted partial remainder. Then, the high-
order 3 bits of the 4-bit result can be supplied to a logic circuit or an eight-entry table to
obtain the next quotient digit. Figure 14.8 is a block diagram for the resulting divider. The 4-
bit fast adder to compute ¢ and the subsequent logic circuit or table to obtain g_; are lumped
together into the box labeled “Select g_;.” Each cycle for this divider entails quotient digit
selection, as discussed above, plus only a few logic gate levels of delay through the multiplexer
and CSA.

Even though a 4-bit adder is quite simple and fast, we can obtain even better performance
by using a 256 x 2 table in which the 2-bit encoding of the quotient digit is stored for all possible
combinations of 4 + 4 bits from the two components « and v of the shifted partial remainder.
Equivalently, an eight-input programmable logic array (PLA) can be used to derive the two
output bits using two-level AND-OR logic. This does not affect the block diagram of Fig. 14.8,
since only the internal design of the “Select g_;” box will change. The delay per iteration now
consists of a table lookup (PLA) plus a few logic levels.

Can we use stored-carry partial remainders with SRT division? Unless we modify the
algorithm in some way, the answer is “no.” Figure 14.9, derived from Fig. 14.5 by extending
the lines corresponding to g_; = —1 and g_; = 1 inside the solid rectangle, tells us why. The
width of each overlap region in Fig. 14.9 is 1 — d. Thus, the overlaps can become arbitrarily
small as d approaches 1, leaving no margin for error and making approximate comparisons
impossible.
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14.4 CHOOSING THE QUOTIENT DIGITS

Fig. 14.8 Block diagram of a
radix-2 divider with partial remainder
in stored-carry form.

We can use a p-d plot (shifted partial remainder vs. divisor) as a graphical tool for under-
standing the quotient digit selection process and deriving the needed precision (number of bits to
look at) for various division algorithms. Figure 14.10 shows the p-d plot for the radix-2 division,
with quotient digits in [— 1, 1], depicted in Fig. 14.7. The area between lines p = —d and p = d

12

-d

Fig. 14.9 Overlap regions in radix-2 SRT division.

Pl
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Fig. 14.10 A p-d plot for radix-2 division with d € [1/2, 1), partial remainder in [—d, d), and
quotient digits in [—1, 1].

is the region in which 0 is a valid choice for the quotient digit g—;. Similar observations apply
to —1 and 1, whose associated areas overlap with that of g_; = 0.

In the overlap regions between p = 0 and p = =+d, two valid choices for the quotient digit
exist. As noted earlier, placing the decision lines at p = 0 and p = —1/2 would allow us to
choose the quotient digit by inspecting the sign, one integer, and two fractional bits in the sum
and carry parts of p. This is because the error margins of 1/2 in the partial remainder depicted
in Fig. 14.10 allow us to allocate an error margin of 1/4 in each of its two components. We use
an approximate shifted partial remainder ¢ = (f1%.7_17_2)2/s—comypl, Obtained by adding 4 bits of
the sum and carry components, to select the quotient digit value of 1 whenr; = 0 and —1 when
t; = 1 and 1y and 7_; are not both 1s. Thus the logic equations for the “Non0” and “Sign” signals
in Fig. 14.8 become:

NonQ =71 4+7y+7_1 = litpt_

Sign =# (o +7-1)

Because decision boundaries in the p-d plot of Fig. 14.10 are horizontal lines, the value of d
does not affect the choice of g_;. We will see later that using horizontal decision lines is not
always possible in high-radix division. In such cases, we embed staircaselike boundaries in the
overlap regions that allow us to choose the quotient digit value by inspecting a few bits of both
pandd.

Note that the decision process for quotient digit selection is asymmetric about the d axis.
This is due to the asymmetric effect of truncation on positive and negative values represented
in 2’s-complement format.
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In our discussions thus far, we have assumed that the divisor d is positive. For a 2’s-
complement divisor, the p-d plot must be extended to the left to cover negative divisors. If
Fig. 14.10 is thus extended for negative values of d, the two straight lines can still be used as
decision boundaries, as the value of d is immaterial. However, for staircaselike boundaries just
alluded to, the asymmetry observed about the d axis is also present about the p axis. Thus, all
four quadrants of the p-d plot must be used to derive the rules for quotient digit selection. Very
often, though, we draw only one quadrant of the p-d plot, corresponding to positive values for d
and p, with the understanding that the reader can fill in the details for the other three quadrants
if necessary.

14.5 RADIX-4 SRT DIVISION

We are now ready to present our first high-radix division algorithm with the partial remainder
kept in stored-carry form. We begin by looking at radix-4 division with quotient digit set [—3, 3].
Figure 14.11 shows the relationship of new and shifted old partial remainders along with the
overlapping regions within which various quotient digit values can be selected.

The p-d plot corresponding to the division algorithm above is shown in Fig. 14.12. For the
sake of simplicity, the decision boundaries (heaviest lines) are drawn with the assumption that
the exact partial remainder is used in the comparisons. In this example, we see, for the first time,
a decision boundary that is not a straight horizontal line. What this means is that the choice
between g_; = 3 or g_; = 2 depends not only on the value of p but also on one bit, d_», of d
(to tell us whether d is in [1/2, 3/4) or in [3/4, 1). If p is only known to us approximately, the
selection boundaries must be redrawn to allow for correct selection with the worst-case error in
p. More on this later.

When the quotient digit value of £3 is selected, one needs to add/subtract the multiple 3d
of the divisor to/from the partial remainder. One possibility is to precompute and store 3d in
a register at the outset. Recall that we faced the same problem of needing the multiple 3a in
radix-4 multiplication. This reminds us of Booth’s recoding and the possibility of restricting the
quotient digits to [--2, 2], since this restriction would facilitate quotient digit selection (fewer
comparisons) and the subsequent multiple generation.

Figure 14.13 shows that we can indeed do this if the partial remainder range is suitably
restricted. To find the allowed range, let the restricted range be [—hd, hd) for some h < 1. Then,
4sY=1 will be in the range [—4hd, 4hd). We should be able to bring the worst-case values to
within the original range by adding +2d to it. Thus, we must have 4hd —2d < hd or h < 2/3.
Let us choose 2 = 2/3. As in SRT division, since z may not be in this range, an initial shift and
final adjustment of the results may be needed.

s
d

4sFY

-4d 4d

—-d

Fig. 14.11 New versus shifted old partial remainder in radix-4 division with g_ jin[-3,3].
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Fig. 14.12 A p-d plot for radix-4 SRT division with quotient digit set [—3, 3].

The p-d plot corresponding to the preceding division scheme is given in Fig. 14.14. Upon
comparing Figs. 14.14 and 14.12, we see that restricting the digit set to [—2, 2] has made the
overlap regions narrower, forcing us to examine p and d with greater accuracy to correctly choose
the quotient digit. On the positive side, we have gotten rid of the 3d multiple, which would be
hard to generate. Based on staircaselike boundaries in the p-d plot of Fig. 14.14, we see that 4
bits of p (plus its sign) and 4 bits of d must be inspected (d_1 also provides the sign information).

The block diagram of a radix-4 divider based on the preceding algorithm is quite similar to
the radix-2 divider in Fig. 14.8 except for the following changes:

Four bits of 4 are also input to the quotient digit selection box.

We need a four-input multiplexer, with “enable” and two select control lines, the inputs to
which are d and 2d, as well as their complements. Alternatively, a two-input multiplexer

s
d
2d/3 —/3 —2 =1 0 +1 +2 +3
4"
—4d 4d
—2d3 - A |
—8d/3 ~d 8a/3

Fig. 14.13 New versus shifted old partial remainder in radix-4 division with g_; in [-2, 2].
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Fig. 14.14 A p-d plot for radix-4 SRT division with quotient digit set [—2, 2].

with “enable” line can be used to choose between 0, d, and 2d, followed by a selective
complementer to produce —d or —24 if needed.

The final conversion of the quotient from radix-4 signed-digit form, with the digit set [—2,
2], to 2’s-complement form, is more involved.

Radix-4 SRT division is the division algorithm used in the Intel Pentium processor. The quotient
selection box in Pentium’s hardware is implemented by a programmable logic array. According to
Intel’s explanation of the division bug in early Pentium chips, after the p-d plot was numerically
generated, a script was written to download the entries into a hardware PLA. An error in this
script resulted in the inadvertent removal of a few table entries from the lookup table. These
missing entries, when hit, would result in the di git 0, instead of +2, being read out from the PLA
[Gepp95].

Unfortunately for Intel, these entries are consulted very rarely, and thus the problem was
not caught during the testing of the chip. Fuller explanations of the mathematics behind the Intel
Pentium division flaw, and why it was very subtle and difficult to detect, are offered in [Coe95]
and [Edel97].

14.6 GENERAL HIGH-RADIX DIVIDERS

Now that we know how to construct a fast radix-4 divider, it is quite easy to generalize the idea
to higher radices. For example, a radix-8 divider can be built by restricting the partial remainder
in the range [—4d/7, 4d/7) and using the minimal quotient digit set [—4, 4]. The required
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3d multiple can either be precomputed and stored in a register or dynamically produced by
selectively supplying 2d and d as inputs to a CSA tree that receives the two numbers representing
the partial remainder as its other two inputs. Determining the required precision in inspecting
the partial remainder and the divisor to select the next quotient digit is left as an exercise.

Digit sets with greater redundancy, such as [—7, 7] in radix 8, are possible and lead to wider
overlap regions and, thus, lower precision in the comparisons needed for selecting the quotient
digit. However, they also lead to more comparisons and the need to generate other difficult
multiples (e.g., £5 and +7) of the divisor.

The block diagram of a radix-r hardware divider is shown in Fig. 14.15. Note that this
radix-r divider is similar to the radix-2 divider in Fig. 14.8, except that its more general multiple
generation/selection circuit may produce the required multiple as a set of numbers, and several
bits of d are also examined by the quotient digit selection logic. For further details and design
issues for high-radix dividers, see Sections 15.1 and 15.2.

14.1 Nonrestoring unsigned integer division Given the binary dividend z = 0110 1101
1110 0111 and the divisor d = 1010 0111, perform the unsigned radix-2 division z/d
to determine the 8-bit quotient ¢ and 16-bit remainder s, selecting the quotient digits
according to

Fig. 14.3

Fig. 14.4

Fig. 14.5

. Fig. 14.10

ao g

14.2  Nonrestoring signed integer division Given the binary 2’s-complement operands
z = 1.1010 0010 11 and d = 0.10110, perform the signed radix-2 division z/d to
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14.3

144

14.5

14.6

14.7

determine the 2’s-complement quotient ¢ = @o.g_19_2g_3g_sqg—s and remainder
L11111s_65_75_35_9S_19, selecting the quotient digits according to:

Fig. 14.3

Fig. 144

Fig. 14.5

Fig. 14.10

g e g P

Carry-save and high-radix division Perform the division z/d, with z = 1.1010 0010
11 and d = 0.10110, using:

a. Radix-2 division, with the partial remainder kept in carry-save form (Fig. 14.7).

b. The radix-4 division scheme depicted in Fig. 14.12.
¢.  The radix-4 division scheme depicted in Fig. 14.14.

Robertson diagram for division A Robertson diagram for division is constructed as
follows. We take the s¥-versus-2s~1 plot of the division algorithm, exemplified by
Figs. 14.3-14.5, and mark off the dividend z = s on the vertical axis. We then draw
a curved arrow from this point to the point representing 25 on the horizontal axis,
a vertical arrow from there to the diagonal line representing the quotient digit value,
followed by a horizontal arrow to the s point on the vertical axis. If we continue in this
manner, the arrows will trace a path showing the variations in the partial remainders and
the accompanying quotient digits selected. Construct Robertson diagrams corresponding
to the following divisions using the nonrestoring algorithm.

z=+4.1001 and d = +.0101
z=+4.1001 and d = —.0101
z =-.1001 and d = +.0101
z=—.1001 and d = —.0101

e o P

Restoring binary division

a. Construct a diagram similar to Figs. 14.3-14.5 for restoring division.

b. Draw a Robertson diagram (see Problem 14.4) for the unsigned binary division
.101001/.110.

Radix-4 SRT division

a. Complete Fig. 14.14 by drawing all four quadrants on graph paper.

b.  Use rectangular tiles to tile the diagram of part a with dimensions determined by
smallest step size in each direction. On each tile, write the quotient digit value(s).

c. If the quotient digit is to be selected by a PLA, rather than a ROM table, adjacent
tiles of part b that have identical labels can be merged into a single product term.
Combine the tiles to minimize the number of product terms required.

Radix-4 SRT division Present a complete logic design for the quotient digit selection
box of Fig. 14.8, trying to maximize the speed.
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Radix-8 SRT division

a. Draw a p-d plot, similar to Fig. 14.14, for radix-8 division using the quotient digit
set [—4, 4].

b. Estimate the size of the ROM table needed for quotient digit selection with and
without a small fast adder to add a few bits of the stored-carry partial remainder.

Pentium’s division flaw The Intel Pentium division flaw was due to five incorrect
entries in the quotient digit lookup table for its radix-4 SRT division algorithm with
carry-save partial remainder and quotient digits in [—2, 2]. The bad entries should have
contained +2 but instead contained 0. Because of redundancy, it is conceivable that
on later iterations, the algorithm could recover from a bad quotient digit. Show that
recovery is impossible for the Pentium flaw.

Division with shifting over 0s and 1s

a. Assuming uniform distribution of 0 and 1 digits in the dividend, divisor, and all
intermediate partial remainders, determine the expected shift amount if division is
performed by shifting over Os and 1s, as discussed at the end of Section 14.2.

b. Arbitrarily long shifts require the use of a complex shifter. What would be the
expected shift amount in part a if the maximum shift is limited to 4 bits?

¢. Repeat part b with maximum shift limited to 8 bits and discuss whether increasing
the maximum shift to 8 bits would be cost-effective.

d. Explain the difference between the result of part a and the 2.67-bit average shift
mentioned near the end of Section 14.2.

Conversion of redundant quotients A redundant radix-r quotient resulting from high-
radix division needs to be converted to standard representation at the end of the division
process.

a. Show how to convert the BSD quotient of SRT division to 2’s-complement.

b. To avoid a long conversion delay on the critical path of the divider, one can use
on-the-fly conversion [Erce87]. Show that by keeping two standard binary versions
of the quotient and updating them appropriately as each quotient digit is chosen in
[—1, 1], one can obtain the final 2’s-complement quotient by simple selection from
one of the two registers.

¢. Repeat part a for radix-4 SRT algorithm with the digit set [—2, 2].
d. Repeat part b for radix-4 SRT algorithm with the digit set [—2, 2].

Radix-3 division

a. Develop an algorithm for unsigned radix-3 division with standard operands (i.e.,
digit set [0, 2]) and the quotient obtained with the redundant digit set [—2, 2].

b. Repeat part a when the inputs are signed radix-3 numbers using the symmetric digit
set[—1, 1].

SRT division with 24 and d/2 multiples The following method has been suggested
to increase the average shift amount, and thus the speed, of SRT division. Suppose
we shift over Os in a positive partial remainder. In the next step, corresponding to
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14.14

14.15

a 1 digit in the partial remainder, we choose the quotient digit 1 and subtract d. If
the partial remainder is much larger than the divisor, the 1 in the quotient will be
followed by other 1s, as in --- 0000111 - - -, necessitating several subtractions. In this
case, we can subtract 2d instead of d, which is akin to going back and “correcting”
the previous 0 digit in the quotient to 1 and setting the current digit to 0 in order to
produce a small negative partial remainder and thus a larger shift. On the other hand,
if the partial remainder is much smaller than the divisor, the 1 in the quotient will be
followed by —1s, and thus one or more additions. In this case, it is advantageous to
subtract d/2 rather than d, which corresponds to picking the current and next quotient
digits to be 01.

a. Constructan 8 x 8 table in which, for the various combination of values in the upper
4 bits of d and s, you indicate whether d/2, d, or 2d should be subtracted. Assume
that d is of the form .1xxx and s is positive.

b. Extend the table in part a to negative partial remainders.

Use the table of part b to perform the example division z/d with 2’s-complement
operands z = 1.1010 0010 11 and d = 0.10110.

Radix-2 division with over-redundant quotient Consider radix-2 division with the
“over-redundant” [Srin97] quotient digit set [—2, 2].

a. Draw a p-d plot for this radix-2 division.

b. Show that inspecting the sign and two digits of the partial remainder (three if in
carry-save form) is sufficient for determining the next quotient digit.

¢.  Devise a method for converting the over-redundant quotient to binary signed-digit
using the digit set [—1, 1] as the first step of converting it to standard binary. Hint:
When a quotient digit is +2, the next digit must be 0 or of the opposite sign. Rewrite
adigit +2 as &1, with a right-moving “carry” of 2.

Decimal division The quotient digit set [—c, o] can be used to perform radix-10

division.

a. Determine the minimally redundant quotient digit set if the next quotient digit is to
be determined based on 1 decimal digit each from the partial remainder and divisor.

b. Present a design for the decimal divider, including its quotient digit selection box.

Assume that the decimal partial remainder is kept in carry-save form (i.e., using the
digit set [0, 10]). How does this change affect the quotient digit selection logic?
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Chapter

15

VARIATIONS IN
DIVIDERS

In this chapter, we cover some practical aspects in implementing high-radix
dividers. We also deal with prescaling methods, modular dividers, and array
dividers. Chapter 12, entitled “Variations in Multipliers,” covered the special
case of squaring. It may appear, therefore, that a discussion of square-rooting
belongs in this chapter. However, square-rooting, though quite similar to
division, is not its special case. We will deal with square-rooting methods in
Chapter 21. Chapter topics include:

15.1  Quotient Digit Selection Revisited
15.2 Using p-d Plots in Practice

15.3 Division with Prescaling

15.4 Modular Dividers and Reducers
15.5 Array Dividers

15.6 Combined Multiply/Divide Units

15.1 QUOTIENT DIGIT SELECTION REVISITED

246

In the first two sections of this chapter, we elaborate on the quotient digit selection process and
the practical use of p-d plots for high-radix division.

The dotted portion of Fig. 15.1 defines radix-r SRT division where the partial remainder s is
in[—d, d), the shifted partial remainderis in [—rd, rd), and quotient digits are in [—(r — 1), r —1].
Radix-4 division with the quotient digit set [—3, 3], discussed in Section 14.5, is an example of
this general scheme.

Consider now radix-r division with the symmetric quotient digit set [—«, &], where @ <
r — 1. Because of the restriction on quotient digit values, we need to restrict the partial remainder
range, say to [—hd, hd), to ensure that a valid quotient digit value always exists. From the solid
rectangle in Fig. 15.1, we can easily derive the condition rhd — ad < hd or, equivalently,
h < a/(r — 1). To minimize the restriction on range, we usually choose:
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Fig. 15.1 The relationship between new and shifted old partial remainders in radix-r division with
quotient digits in [—o, +a].

As a special case, r = 4 and @ = 2 lead to & = 2/3 and the range [—2d /3, 2d/3) for the partial
remainder (see Fig. 14.13). Note that since @ > r/2, we have & > 1/2. Thus, a 1-bit right shift
is always enough to ensure that s is brought to within the required range at the outset.

The p-d plot is a very general and useful tool. Even though thus far we have assumed
that d is in the range [1/2, 1), this does not have to hold, and we can easily draw a p-d plot in
which d ranges from any d™" to any d™** (e.g., from 1 to 2 for IEEE floating-point significands,
introduced in Chapter 17). Figure 15.2 shows a portion of a p-d plot with this more general
view of d.

With reference to the partial p-d plot depicted in Fig. 15.2, let us assume that inspecting 4
bits of p and 3 bits of d places us at point A. Because of truncation, the point representing the
actual values of p and d can be anywhere inside the rectangle attached to point A. As long as the
entire area of this “uncertainty rectangle” falls within the region associated with g or 8+ 1, there
is no problem. So, at point A, we can confidently choose g_; = 8 + 1 despite the uncertainty.

Now consider point B in Fig. 15.2 and assume that 3 bits of p and 4 bits of d are inspected.
The new uncertainty rectangle drawn next to point B is twice as tall and half as wide and contains
points for which each of the values 8 or 8+ 1 is the only correct choice. In this case, the ambiguity
cannot be resolved and a choice for ¢g_; that is valid within the entire rectangle does not exist.

Fig. 15.2 A part of p-d plot
showing the overlap region
for choosing the quotient
digit value B or  + 1in
radix-r division with
quotient digit set [—a, a].

4 bits of d

d min d max
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Fig. 15.3 A part of p-d plot
showing an overlap region and
its staircaselike selection
boundary.
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In practice, we want to make the uncertainty rectangle as large as possible, to minimize
the number of bits in p and d needed for choosing the quotient digits. To determine whether
uncertainty rectangles of a given size (say the one shown at point A in Fig. 15.2) are admissible,
we tile the entire p-d plot with the given rectangle beginning at the origin (see Fig. 15.3). Next
we verify that no tile intersects both boundaries of an overlap region (touching one boundary,
while intersecting another one, is allowed). This condition is equivalent to being able to embed
a staircaselike path, following the tile boundaries, in each overlap region (Fig. 15.3).

If the tiling is successful, we complete the process by associating a quotient digit value with
each tile. This value is the table entry corresponding to the lower left corner point of the tile.
When there is a choice, as is the case for the dark tile in Fig. 15.3, we use implementation- and
technology-dependent criteria to pick one value over the other. More on this later.

In the preceding discussion, the partial remainder was assumed to be in standard binary
form. If p is in carry-save form, then to get I'bits of accuracy for p, we need to inspect [ + 1
bits in each of its two components. Hence to simplify the selection logic (or size of the lookup
table), we try to maximize the height of the uncertainty rectangle. For example, if both rectangles
shown in Fig. 15.2 represented viable choices for the precision required of p and 4, then the one
associated with point B would be preferable (the quotient di gitis selected based on 3+3+4-4 = 10
bits, rather than 4 + 4 + 3 = 11 bits, of information).

15.2 USING p-d PLOTS IN PRACTICE

Based on the preceding discussion, the goal of the designer of a high-radix divider is to find the
coarsest possible grid (the dotted lines in Fig. 15.3) such that staircaselike boundaries, entirely
contained within each of the overlap areas, can be built. Unfortunately, there is no closed-form
formula for the required precisions, given the parameters 7 and « and the range of d. Thus,
the process involves some trial and error, with the following analytical results used to limit the
search space.

Consider the staircase embedded in the narrowest overlap area corresponding to the overlap
between the digit values o and o — 1. The minimum horizontal and vertical distances between
the lines (=4 + «)d and (h 4+ o — 1)d place upper bounds on the dimensions of uncertainty
rectangles (why?). From Fig. 15.4, these bounds, Ad and Ap, can be found:
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2h — 1
—h+a
Ap =d™(2h —1)

Ad — dmin

For example, in radix-4 division with the divisor range [1/2, 1) and the quotient digit set[—2, 2],
we have @ = 2, d™" = 1/2, and h = a/(r — 1) = 2/3. Therefore:

4/3 -1
AB-1 =1/8
—=2/3+2

Ap =(1/2)4/3-1)=1/6

Ad = (1/2)

Since 1/8 = 273 and 273 < 1/6 < 272, at least 3 bits of d (2, excluding its leading 1) and 3
bits of p must be inspected. These are lower bounds, and they may turn out to be inadequate.
However, they help us limit the search to larger values only. Constructing a detailed p-d plot
on graph paper for the preceding example shows that in fact 3 bits of p and 4 (3) bits of d are
required. If p is kept in carry-save form, then 4 bits of each component must be inspected (or
first added in a small fast adder to give the high-order 3 bits).

The entire process discussed thus far, from determining lower bounds on the precisions
required to finding the actual precisions along with table contents or PLA structure, can be
easily automated. However, the Intel Pentium bug teaches us that the results of such an automated
design process must be rigorously verified.

So far, our p-d plots have been mostly limited to the upper right quadrant of the plane
(nonnegative p and d). Note that even if we divide unsigned numbers, p can become negative
in the course of division. So, we must consider at least one other quadrant of the p-d plot.
We emphasize that the asymmetric effect of truncation of positive and negative values in 2’s-
complement format prevents us from using the same table entries, but with opposite signs, for
the lower right quadrant.

To justify the preceding observation, consider point A, with coordinates d and p, along with
its mirror image B, having coordinates d and —p (Fig. 15.5). We see, from Fig. 15.5, that the
quotient digit value associated with point B is not the negative of that for point A. So the table
size must be expanded to include both (all four) quadrants of the p-d plot. To account for the
sign information, one bit must be added to the number of bits inspected in both d and p.

(h+ -1)d Fig. 15.4 Establishing upper bounds on
the dimensions of uncertainty rectangles.

(-h+ )d
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p Fig. 15.5 The asymmetry of quotient digit selection
process.
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Occasionally, we have a choice of two different quotient digit values for a given tile in the
p-d plot (dark tiles in Figs. 15.3 and 15.6). In a full table-lookup implementation of the quotient
digit selection box, the choice has no implication for cost or delay. With a PLA implementation,
however, such entries constitute partial don’t-cares and can lead to logic simplification. The
extent of simplification is of course dependent on the encoding used for the quotient digit.

In practice, one might select a lower precision that is “almost” good enough in the sense that
only a few uncertainty rectangles are not totally contained within the region of a single quotient
digit. These exceptions are then handled by including more inputs in their corresponding product
terms. For the portion of the p-d plot shown in Fig. 15.6, the required precision can be reduced
by one bit for each component (combining four small tiles into a larger tile), except for the four
small tiles marked with asterisks.

For instance, if 3 bits of p in carry-save form (u_;, u_p, u_s, v_y, v_7, v.3) and 2 bits of d
(d-2, d_3) are adequate in most cases, with d_4 also needed occasionally, the logical expression
for each of the PLA outputs will consist of the sum of product terms involving eight variables in
true or complement form. The ninth variable is needed in only a few of the product terms; thus
its effect on the complexity of the required PLA is small.

15.3 DIVISION WITH PRESCALING

By inspecting Fig. 15.6 (or any of the other p-d plots that we have encountered thus far),
one may observe that the overlap regions are wider toward the high end of the divisor range.
Thus, if we can restrict the magnitude of the divisor to an interval close to d™(say 1 — ¢ <
d < 1+ 8, when d™* = 1), the selection of quotient digits may become simpler; that is,
it may be based on inspecting fewer bits of p and d or perhaps even made independent of
d altogether.
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Fig. 15.6 Example of p-d plot allowing

P larger uncertainty rectangles, if the four
cases marked with asterisks are handled as
exceptions.

g+ 1 P
B
d

The preceding goal can be accomplished by performing the division (zm)/(dmy), instead of
2/d, for a suitably chosen scale factor m (m > 1). Multiplying both the dividend and the divisor
by a factor m to put the divisor in the restricted range (1 —¢&, 1 + 8) is called “prescaling.”

Of course for an arbitrary scaling factor, two multiplications would be required to find
the scaled dividend and divisor. The trick is to accomplish the scaling through addition. A
reasonable restriction, to keep the time and hardware overhead of prescaling to a minimum,
is to require that only one pass through the hardware circuit that performs the division it-
erations be used for scaling each operand. In this way, we essentially use two additional
cycles in the division process (one for scaling each operand). Since simpler quotient selection
logic makes each iteration simpler and thus faster, a net gain in speed may result despite the
extra cycles.

For example, in radix-8 division of 60-bit fractions, the number of iterations required is
increased by 10% (from 20 to 22). A reduction of 20%, say, in the delay of each iteration would
lead to a net gain of 12% in division time.

A main issue in the design of division algorithms with prescaling is the choice of the scaling
factors. Consider the high-radix divider shown in Fig. 14.15: except that the partial remainder
is kept as a single number rather than in stored-carry form. In the new arrangement, the carry-
propagate adder is used in each cycle, with its output loaded into the partial remainder register.
If the multiple generation/selection circuit provides / inputs to the CSA tree, then each division
cycle essentially consists of an (% 4 1)-operand addition. Let the scaling factor m be represented
inradix 4 as m = (mg.m_1m_a - - - M_p)four Using the digit set [—1, 2]; in fact, mg can be further
restricted to [1, 2]. Then, the scaled divisor m x d can be computed by the (h + 1)-operand
summation

mod + 47 \m_1d + 4 m_od + - +4"m_yd

Each of the & + 1 terms is easily obtained from d by shifting. The m; values can be read out
from a table based on a few most significant bits of d.

Consider an example with 7 = 3. If we inspect only 4 bits of d (beyond the mandatory 1)
and they happen to be 0110, then d = (0.10110 - - -}wwo is in the range [11/16, 23/32). To put the
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scaled divisor as close to 1 as possible, we can pick the scale factor to be m =

(1.2-1 Diour =

91/64. The scaled divisor will thus be in [1001/1024, 2093/2048) or [1 — 23/1024, 1+45/2048).

For more detail and implementation considerations, see [Erce94].

15.4 MODULAR DIVIDERS AND REDUCERS

Given a dividend z and divisor d, with d > 0, a modular divider computes

g = |z/d] and s=zmodd = (z),

Note that the quotient g is, by definition, an integer, but the inputs z and d do not have to be

integers. For example, we have:

|—3.76/1.23] = —4 and (—3.76)123 = 1.16

When z is positive, modular division is the same as ordinary integer division. Even when z
and d are fixed-point numbers with fractional parts, we can apply an integer division algo-
rithm to find q and s (how?). For a negative dividend z, however, ordinary division yields a
negative remainder s, whereas the remainder (residue) in modular division is always positive.
Thus, in this case, we must follow the division iterations with a correction step (adding d
to the remainder and subtracting 1 from the integer quotient) whenever the final remainder

is negative.

Often the aim of modular division is determining only the quotient g, or only the remainder
8, with no need to obtain the other result. When only g is needed, we still have to perform a normal
division; the remainder is obtained as a by-product of computing g- However, the computation
of (z)4, which is referred to as modular reduction, might be faster or need less work than a

full-blown division.

We have already discussed modular reduction for a constant divisor d in connection with
obtaining the RNS representation of binary or decimal numbers (Section 4.3). Consider now the
computation of (z), for arbitrary 2k-bit dividend z and k-bit divisor d (both unsigned integers).
The 2k-bit dividend z can be decomposed into k-bit parts zz and z L, leading to:

(@a = zu2* + z1)q = (25 2* — D+za+z0)a

Thus, modular reduction can be converted to mod-d multiplication of zu by 2% — 1 (see
Section 12.4) and a couple of modular additions. This might be an attractive option if a fast
modular multiplier is already available. One of the two additive terms, zy or z;, can be
accommodated by using it as the initial value of the cumulative partial product. Both additive
terms can be accommodated initially if the modular multiplier uses a stored-carry cumulative

partial product.
If d is bit-normalized (its MSB is 1), then:

2g=2—d= 2’s-complement of d

Thus, in this case, (z), can be computed by mod-d multiplication of zz and 2 — 4 , with the

cumulative partial product initialized toz;.

Of course, the preceding methods are relevant only if we do not have, or need, a fast

hardware divider.
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Cells and structure very similar to those of array multipliers, discussed in Section 11.5, can be
used to build an array divider. Figure 15.7 shows a restoring array divider built of controlled
subtractor cells. Each cell has a full subtractor (FS) and a two-input multiplexer. When the
control input broadcast to the multiplexers in a row of cells is 0, the cells’ vertical inputs (bits
of the partial remainder) are passed down unchanged. Otherwise, the diagonal input (divisor) is
subtracted from the partial remainder and the difference is passed down. Note that the layout of
the cells in Fig. 15.7 resembles the layout of dots in the dot notation view of division, exemplified
by Fig. 13.1.

Effectively, each row of cells performs a trial subtraction, with the sign of the result
determining the next quotient digit as well as whether the original partial remainder or the
trial difference is to be forwarded to the next row. For practical hardware implementation, a
faster cell can be built by merging the function of the multiplexer with that of the full subtractor.

The similarity of the array divider of Fig. 15.7 to an array multiplier is somewhat deceiving.
The same number of cells is involved in both designs, and the cells have comparable complexities.
However, the critical path in a k x k array multiplier contains O(k) cells, whereas in Fig. 15.7
the critical path passes through all k2 cells. This is because the borrow signal ripples in each
row. Thus, an array divider is quite slow, and, given its high cost, not very cost-effective.

If many divisions are to be performed, pipelining can be applied to improve the throughput
of the array divider. For example, if latches are inserted on the output lines for each row of cells
in Fig. 15.7, the input data rate will be dictated by the delay associated with borrow propagation
in a single row. Thus, with pipelining, the array divider of Fig. 15.7 becomes much more cost-
effective, though it will still be slower than its pipelined array multiplier counterpart.

Figure 15.8 depicts a nonrestoring array divider. The cells have roughly the same complexity
as the controlled subtractor cells of Fig. 15.7, but more of them are used to handle the extra sign

Z4dq zp dp 23 d3 724

T K e\ 1N %o

<« 1%

<4 FS sS4 55 5-6
v Dividend z=.Z1Z9Z 324Z 5Z¢

Divisor d=.d.1d-2d_3
-------------- -\\ Quotient q=.9-1G-2G-3
Remainder s=.0 0 0 $4S555¢

Fig. 15.7 Restoring array divider composed of controlled subtractor cells.
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position and the final correction of the partial remainder (last row of cells). The XOR gate in the
cells of Fig. 15.7 acts as a selective complementer that passes the divisor or its complement to
the full adder, thus leading to addition or subtraction being performed, depending on the sign of
the previous partial remainder. The delay is still O(k?), and considerations for pipelining remain
the same as for the restoring design.

Several techniques are available for reducing the delay of an array divider, but in each case
additional complexity is introduced into the design. Therefore, none of these methods has found
significant practical applications.

To obviate the need for carry/borrow propagation in each row, the partial remainder can
be passed between rows in carry-save form. However, we still need to know the carry-out or
borrow-out resulting from each row in order to determine the action to be performed in the
following row (subtract vs. do not subtract in Fig. 15.7 or subtract vs. add in Fig. 15.8). This
can be accomplished by using a carry- (borrow-) lookahead circuit laid out between successive
rows of the array divider. However, in view of their need for long wires, the tree-structured
lookahead circuits add considerably to the layout area and nullify some of the speed advantages
of the original regular layout with localized connections.

Alternatively, a radix-2 or high-radix SRT algorithm can be used to estimate the quotient
digit from a redundant digit set, using only a few of the most significant bits of the partial
remainder and divisor. This latter approach may simplify the logic to be inserted between rows,
but necessitates a more complex conversion of the redundant quotient to standard binary. Even
though the wires required for this scheme are shorter than those for a lookahead circuit, they
tend to make the layout irregular and thus less efficient.
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Fig. 15.8 Nonrestoring array divider built of controlled add/subtract cells.
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Except for the quotient digit selection logic in dividers, which has no counterpart in multipliers,
the required hardware elements for multipliers and dividers are quite similar. This similarity,
which extends from basic radix-2 units, through high-radix designs, to array implementations,
stems from the fact that both multiplication and division are essentially multioperand addi-
tion problems.

It is thus quite natural to combine multiplication and division capabilities into a single
unit. Often, a capability for square-rooting is also included in the unit, since it too requires
the same hardware elements (see Chapter 21). Such combined designs are desirable when the
volume of numerical computations in expected applications does not warrant the inclusion
of separate dedicated multiply and divide units. Even in a high-performance CPU optimized
for applications with heavy use of multiplications and divisions, the use of two combined
multiply/divide units, say, provides more opportunities for concurrent execution than separate
multiply and divide units.

Figure 15.9 shows a radix-2 multiply/divide unit obtained by merging the multiplier of
Fig. 9.4 with the nonrestoring divider of Fig. 13.10. The reader should be able to understand
all elements in Fig. 15.9 by referring to the aforementioned figures and their accompanying
descriptions. Note that the multiplier (quotient) register has been merged with the partial product
(remainder) register, with their shifting boundary shown by a dotted line. Another difference is
that the extra flip-flop in Fig. 13.10, used to hold the MSB of 25~ has been incorporated into
the multiply/divide control unit logic.

A similar merging of high-radix multipliers and dividers leads to combined high-radix
multiply/divide units. For example, a radix-4 multiplier with Booth’s recoding (Fig. 10.9) can
be merged with a radix-4 SRT divider based on the quotient digit set [—2, 2] (Fig. 14.8, modified
for radix-4 division, as suggested near the end of Section 14.5) to yield a radix-4 multiply/divide
unit. Since the recoded multiplier and the redundant quotient use the same digit set [—2, 2], much
of the multiple selection circuitry for the multiplicand and divisor can be shared. Supplying the
block diagram and design details is left as an exercise.

Fig. 15.9 Sequential radix-2
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Additive input Multiplicand Fig. 15.10 1/O specification of a universal circuit
or dividend or divisor that can act as an array multiplier or array divider.

v

Mul/Div - %EES
Quotient «@— DDDD <@— Multiplier
004

v

Product or
remainder

Merging of partial- or full-tree multipliers with very-high-radix dividers is also possible.
One way is to use the multioperand addition capability of the multiplier’s partial or full tree to
generate a reasonably accurate estimate for the divisor reciprocal 1/d. This initial step is then
followed by a small number of multiplications to produce the quotient ¢. Division algorithms
based on multiplication are discussed in depth in Chapter 16.

Because of the similarity of a nonrestoring array divider (Fig. 15.8) to an array multiplier
(Fig. 11.13), it is possible to design a universal circuit that can act as an array multiplier or divider
depending on the value of a control input. Figure 15.10 shows a high-level view of such a circuit
that also accepts an additive input for multiplication. The cells now become more complex than
their array multiplier or divider counterparts, but the universality of the design obviates the need
for separate circuits for multiplication and division. In an early universal pipelined array design
of this type [Kama74], squaring and square-rooting were also included among the functions that
could be performed. The array consisted of identical computational cells, plus special control
cells in a column on its left edge.

15.1 Decimal division Consider radix-10 division using the quotient digit set [—6, 6].

a. Construct the upper right quadrant of the p-d plot and determine the number of
decimal digits that need to be examined in p and d for selecting the quotient digit.

b. Can the quotient digit selection logic or ROM be simplified if we are not restricted to
inspect whole decimal digits (e.g., we can, if necessary, inspect the most significant
2 bits in the binary encoding of a decimal digit)?

¢ Present a hardware design for the decimal divider assuming that the multiples 2d,
3d, 4d, 5d, and 6d are precomputed through five additions and stored in registers.

152 Quotient digit selection logic Formulate a lower bound on the size of the lookup table
for quotient digit selection as a function of Ad and A p, introduced in Section 15.2. State
all your assumptions. Does your lower bound apply to the number of product terms in
a PLA implementation?

15.3  Radix-8 division

a. Draw the complete p-d plot (both quadrants) for radix-8 division, with quotient
digits in [—4, 4] and the divisor in the range [1, 2), on graph paper.
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b. Using Ad and Ap, as discussed in Section 15.2, determine lower bounds on the
precisions required of d and p in order to correctly select the quotient digit.

c. Assuming that p is in stored-carry form, determine the needed precision for d and
p to minimize the number of input bits to the quotient digit selection logic or
table.

d. Can you reduce the precisions obtained in part ¢ for common cases by allowing a
few special cases with higher precision?

Theory of high-radix division Prove or disprove the following assertions.

a. Once lower bounds on the number of bits of precision in p and d have been obtained
through the analysis presented in Section 15.2 (i.e., from Ad and Ap), the use of
one extra bit of precision for each is always adequate.

b. It is always possible to trade off one extra bit of precision in d for one less bit of
precision in p in quotient digit selection.

Bit-serial division Prove that bit-serial division is infeasible for standard binary num-
bers, regardless of whether the inputs are supplied LSB-first or MSB-first. We are, of
course, excluding any scheme in which all input bits are shifted in serially before division
begins.

High-radix division with over-redundant quotient Study the effect of changing the
radix from r to r/2, while keeping the same digit set as in radix r, on the overlap regions
in Fig. 15.4 and the precision required of p and d in selecting the quotient digit. Relate
your discussion to radix-2 division with over-redundant quotient introduced in Problem
14.14.

Significand divider with no remainder In dividing the significands of two floating-
point numbers, both the dividend and divisor are k bits wide and computing the remainder
is not needed. Discuss if and how this can lead to simplified hardware for the significand
divider. Note that the divider can have various designs (restoring or nonrestoring binary,
high-radix, array, etc.).

One’s-complement binary dividers

a. Draw the block diagram of a restoring signed divider for 1’s-complement numbers.
Discuss any complication due to the use of 1’s-complement operands and differences
with a 2’s-complement divider.

b. Repeat part a for a nonrestoring 1’s-complement binary divider.

RNS dividers Sketch the design of an RNS divider that uses approximate magnitude
comparison between RNS partial remainder and divisor, as discussed in Section 4.4,
to produce a BSD quotient. Include on-the-fly conversion hardware to generate an
RNS quotient from the BSD quotient and an analysis of the precision required in the
comparisons.

Division with prescaling Suppose that prescaling is used to limit the range of the
divisor d to (0.9, 1.1).
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a. Construct a p-d plot similar to that in Fig. 14.14 for radix-4 division with the digit
set [-2, 2].

b. Derive the required precision in p and d for quotient digit selection.

Compare the results of part b to those obtained from Fig. 14.14 and discuss.

15.11 Division with prescaling Discuss whether it is possible to apply prescaling to a divider
that keeps its partial remainder in stored-carry form.

15.12  Restoring array divider For the restoring array divider of Fig. 15.7:

a. Explain the function of the OR gates at the left edge of the array.

b. Can the OR gates be replaced by controlled subtractor cells in the interest of
uniformity? How or why not?

¢.  Verify that the array divider works correctly by tracing through the signal values
for the division .011111/.110.

d. Explain how the array can be modified to perform signed division.

15.13 Nonrestoring array divider For the nonrestoring array divider of Fig. 15.8:

a. Explain the wraparound links for the four cells located at the right edge of the array.

b. Explain the dangling or unused outputs in three of the four cells located at the left
edge of the array.

d. Verify that the array divider works correctly by tracing through the signal values
for the division 0.011111/0.110.

e. Present modifications in the design such that partial remainders are passed down-
ward in carry-save form and lookahead circuits are used between rows to derive the
carry-out q_;.

f.  Estimate the improvement in speed as a result of the modifications presented in part
e and discuss the cost-effectiveness of the new design.

g. Show how the array can be used for signed division. Hint: Modify the input at the
upper left corner, which is now connected to the constant 1.

h. Test your proposed solution to part g by tracing the division 1.10001/0.110.

i.  Show how the array can be modified to perform modular division, as discussed in
Section 15.4.

15.14 BSD array divider We would like to construct an array divider for binary signed-digit
(BSD) numbers using the digit set [—1, 1], encoded as 10, 00, and 01, for —1, 0, and 1,
respectively.

a. Present the design of a controlled subtractor cell for BSD numbers.

b. Show how the structure of a nonrestoring array divider must be modified to deal
with BSD numbers.

¢.  Compare the resulting design with a nonrestoring array divider with respect to speed
and cost.
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Combined multiply/divide units

a. Draw a complete block diagram for a radix-4 multiply/divide unit, as discussed in -
Section 15.6.

b. Supply the detailed design of the array multiplier/divider shown in Fig. 15.10,
assuming unsigned inputs.

¢. Discuss modifications required to the design of part b for 2’s-complement inputs.

Divider with a multiplicative input Consider the design of a unit to compute y = az/d,
where y, a, z, and d are k-bit fractions. A radix-4 algorithm is to be used for computing
q = 2/d. As digits of g = z/d in [-2, 2] are obtained, they are multiplied by a and the
product ag is accumulated using radix-4 multiplication with left shifts.

a. Present a block diagram for the design of this divider with multiplicative input.

b. Evaluate the speed advantage of the unit compared to cascaded multiply and divide
units.

¢. Evaluate the speed penalty of the unit when used to perform simple multiplication
or division.

Division with quotient digit prediction In a divider, whether using a carry-propagate
or a carry-save adder in each cycle, the quotient digit selection logic is on the critical
path that determines the cycle time. Since the delay for quotient digit selection can
be significant for higher radices, one idea is to select the following cycle’s quotient
digit g_;_; as the current cycle’s quotient digit g_; is used to produce the new partial
remainder 5. The trick is to overcome the dependence of g_ j—1 on s by generating
an approximation to s that is then used to predict ¢_;_, in time for the start of the
next cycle. Discuss the issues involved in the design of dividers with quotient digit
prediction. Include in your discussion the two cases of carry-propagate and carry-save
division cycles [Erce94].
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Chapter
16 |DIVISION BY

CONVERGENCE

Digit-recurrence division schemes discussed in Chapters 13-15 can be
viewed as manipulation of s (initially z) and g (initially 0) in k cycles such
that s tends to 0 as g converges to the quotient. One digit of convergence
is obtained per cycle. In this chapter, we will see that through the use of
multiplication as the basic step, instead of addition, convergence of g to its
final value can occur in O(log k) rather than O(k) cycles, albeit with each
cycle being more complex than in digit-recurrence division.

16.1 General Convergence Methods

16.2 Division by Repeated Multiplications
16.3 Division by Reciprocation

16.4 Speedup of Convergence Division
16.5 Hardware Implementation

16.6 Analysis of Lookup Table Size

16.1 GENERAL CONVERGENCE METHODS

Convergence computation methods are characterized by two or three recurrence equations that
are used to iteratively adjust/update the values of the variables u and v (and w). The two- and
three-variable versions of such convergence methods are written as follows:

WD = F® D)y WG+ = F@® y® )
VD = o (u®, ) VD = g ® |y )
WD = B, y® p®)

The functions f and g (and %) specify the computations to be performed in each updating
cycle. Beginning with the initial values #® and v© (and w®), we go through a number of
iterations, each time computing ¢+ and v+ (and w*V) based on @ and v (and w®).
We direct the iterations such that one value, say u, converges to some constant. The value of v
(and/or w) then converges to the desired function(s).

261
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The complexity of this method obviously depends on two factors:

ease of evaluating f and g (and h)

rate of convergence (or number of iterations needed)

Many specific instances of the preceding general method are available and can be used to compute
a variety of useful functions. A number of examples are discussed in this chapter and in Chapters
21-23.

Digit-recurrence division methods, discussed in Chapters 13~15, can in fact be formulated
as convergence computations. Given the fractional dividend z and divisor d, the quotient ¢ and
remainder s can be computed by a recurrence scheme of the general form

s =501 _ 0y Set s©@ = z; make s converge to 0
gD = U 43D Set g® = 0; obtain g ~ g®

where the /) can be any sequence of values that make the residual (partial remainder) s converge
to 0. The invariant of the iterative computation above is

s 4 gWg =,

which leads to ¢® = z/d when s® = 0.

In digit-recurrence division with fractional operands, ¥’ is taken to be g_;r~/
(i.e., the contribution of the jth digit of the quotient g to its value). We can rewrite the
preceding recurrences by dealing with /s and r/g") as the scaled residual and quotient,
respectively:

s =rsU=D —g_:d  Sets® = z; keep s bounded
gV =rqU=V +q_; Set ¢ = 0; obtain g ~ g®r—*

The original residual s can be made to converge to 0 by keeping the magnitude of the scaled
residual in check. For example, if the scaled residual sV is in [—d, d), the unscaled residual
would be in [-d27/, d27/); thus convergence of s to 0 is readily accomplished.

The many digit-recurrence division schemes considered in Chapters 1315 simply corre-
spond to variations in the radix r, the scaled residual bound, and quotient digit selection rule.
The functions f and g of digit-recurrence division are quite simple. The function f, for updating
the scaled residual, is computed by shifting and (multioperand) addition. The function g, for
updating the scaled quotient, corresponds to the insertion of the next quotient digit into a register
via a one-digit left shift.

Even though high-radix schemes can reduce the number of iterations in digit-recurrence
division, we still need O(k) iterations with any small fixed radix r = 2°. The rest of this
chapter deals with division by other convergence methods that require far fewer [i.e. O(log
k)] iterations. Note that as we go to digit-recurrence division schemes entailing very high
radices, quotient digit selection and the computation of the subtractive term ¢g_ ;d become
more difficult. Computation of ¢_;d involves a multiplication in which one of the operands
is much narrower than the other one. So, in a sense, high-radix digit-recurrence division also
involves multiplication.
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To compute the ratio g = z/d, one can repeatedly multiply z and d by a sequence of m multipliers
x@ XM e,

7 zx@xM .. xom=D)

T4 dxOxD . m-D

If this is done in such a way that the denominator dx@x™ ...x™=D converges to 1, the
numerator zx@x @ ... x™=D will converge to ¢. This process does not yield a remainder, but
the remainder s (if needed) can be computed, via an additional multiplication and a subtraction,
using s =z — gd.

To perform division based on the preceding idea, we face three questions:

1. How should we select the multipliers x® such that the denominator does in fact converge
to 1?7

2. Given a selection tule for the multipliers x) how many iterations (pairs of multiplica-
tions) are needed?

3. How are the required computation steps implemented in hardware?

In what follows, we will answer these three questions in turn. But first, let us formulate this
process as a convergence computation.

Assume a bit-normalized fractional divisor 4 in [1/2, 1). If this condition is not satisfied
initially, it can be made to hold by appropriately shifting both z and d. The corresponding
convergence computation is formulated as follows:

dtD = g, ® Set d© = d; make d” converge to 1
Z0FD = ;05O Set z© = z; obtain z/d = q ~ z™

We now answer the first question posed above by selecting:
x®O =2 q®
This choice transforms the recurrence equations into:

di+D = g0 — g Set d© = d; iterate until 4" ~ 1
20D = 702 — g®) Set @ = z; obtain z/d = g ~ 7™

Thus, computing the functions f and g consists of determining the 2’s-complement of ) and
two multiplications by the result 2 — d¥),

Now on to the second question: How quickly does d” converge to 1? In other words, how
many multiplications are required to perform division? Noting that

dUtY — g — gDy =1 — (1 —d?)?

we conclude that:
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1 =q0th = (1- d(i))2

Thus, if d© is already close to 1 (i.e., 1 — d© < &), d*tD will be even closer to 1 (ic.,
1 — d*) < ¢2). This property is known as quadratic convergence and leads to a logarithmic
number m of iterations to complete the process. To see why, note that because d is in [1/2, 1), we
begin with 1 — d©® < 2-1. Then, in successive iterations, we have 1 — d® <2721 — 4@ <
274 ... 1 —d™ < 272" If the machine word is k bits wide, we can get no closer to 1 than
1 — 27*. Thus, the iterations can stop when 2" equals or exceeds k. This gives us the required
number of iterations:

m = [log, k|

Table 16.1 shows the progress of computation, and the pattern of convergence, in the four
cycles required with 16-bit operands. For a 16-by-16 division, the preceding convergence method
requires 7 multiplications (two per cycle, except in the last cycle, where only z* is computed);
with 64-bit operands, we need 11 multiplications and 6 complementation steps. In general, for
k-bit operands, we need

2m — 1 multiplications and m 2’s-complementations

where m = [log, k1.

Figure 16.1 shows a graphical representation of the convergence process in division by
repeated multiplications. Clearly, convergence of d) to 1 and z”) to ¢ occurs from below; that
is, in all intermediate steps, d) < 1and z) < g. After the required number m of iterations, 4™
equals 1 — ulp, which is the closest it can get to 1. At this point, z™ is the required quotient q.

Answering the third, and final, question regarding hardware implementation is postponed
until after the discussion of a related algorithm in Section 16.3.

Let us now say a few words about computation errors. Note that even if machine arithmetic
is completely error-free, z(m) can be off from g by up to ulp (when z = d, both d) and z?
converge to 1 — ulp). The maximum error in this case can be reduced to ulp/2 by simply adding
ulp to any quotient withg_; = 1.

The following approximate analysis captures the effect of errors in machine arithmetic.
‘We present a more detailed discussion of computation errors in Chapter 19 in connection with
real-number arithmetic.

TABLE 16.1
Quadratic convergence in computing z/d by repeated multiplications, where
1/2<d=1-y<1

i d® = di—1 x(—1, with d©® — d xD =2 — dv
0 1 —y = (1XXX XXXX XXXX XXXX)wo > 1/2 I1+y

1 1 —y? = ((11XX XXXX XXXX XXXX)two > 3/4 142

2 1—y* = (1111 XXXX XXXX XXXK)iwo > 15/16 1+y*

3 1-— y8 = (1111 1111 XXXX XXXX)wo > 255/256 1+y8

4 1—y' = (1111 1111 1111 1111)ewo = 1 — ulp
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Fig. 16.1 Graphical representation of convergence in division by repeated multiplications.

Suppose that k x k multiplication is performed by simply truncating the exact 2k-bit product
to k bits, thus introducing a negative error that is upper-bounded by ulp. Note that computing
2 — d™ can be error-free, provided we can represent, and compute with, numbers that are in [0,
2), or else we scale down such numbers by shifting them to the right and keeping an extra bit or
two of precision beyond position —k. We can also ignore any error in computing d“*?, since
such errors affect both recurrence equations and thus do not change the ratio z/d.

The worst-case error of ulp, introduced by the multiplication used to compute z in each
iteration, leads to an accumulated error that is bounded by m ulp after m iterations. If we want to
keep this error bound below 2%, we must perform all intermediate computations with at least
log, m extra bits of precision. Since in practice m is quite small (say, m < 5), this requirement
can be easily satisfied.

16.3 DIVISION BY RECIPROCATION

Another way to compute ¢ = z/d is to first find 1/d and then multiply the result by z. If several
divisions by the same divisor d need to be performed, this method is particularly efficient, since
once 1/d is found for the first division, each subsequent division involves just one additional
multiplication.

The method we use for computing 1/d is based on Newton—Raphson iteration to determine
arootof f(x) = 0. We start with some initial estimate x® for the root and then iteratively refine
the estimate using the recurrence

x D — 5O _ f&)
BRI
where f'(x) is the derivative of f(x). Figure 16.2 provides a graphical representation of the

refinement process. Let tan ¥ be the slope of the tangent to f(x) at x = x®. Then, referring to
Fig. 16.2, the preceding iterative process is easily justified by noting that:




266

Division by Convergence

@)
@) preo(iy S&Y)
tana'’’ = f'(x") = 10 — 264D
To apply the Newton—Raphson method to reciprocation, we use f(x) = 1/x — d which has a
root at x = 1/d. Then, f’(x) = —1/x2, leading to the recurrence:

x0T = xO2 — x®g)  See below for the initial value x©

Computationally, two multiplications and a 2’s-complementation step are required per iteration.
Let 8 = 1/d — x) be the error at the ith iteration. Then:

SU+h 1/d — K@+ — 1/d — D@2 —xDq)
=d(1/d — xP)? = d(3)?

Since d < 1, we have 891 < (8©)2, proving quadratic convergence. If the initial value x© is
chosen such that 0 < x@ < 2/d, leading to |§©| < 1/d, convergence is guaranteed.

At this point, we are interested only in simple schemes for selecting x@, with more
elaborate, and correspondingly more accurate, methods to be discussed later. For d in [1/2,
1), picking

@ =15

is quite simple and adequate, since it limits [§(?’| to the maximum of 0.5. A better approximation,
with a maximum error of about 0.1, is

x© =4(/3-1)—2d =29282 - 2d

which can be obtained easily and quickly from d by shifting and adding.

The effect of inexact multiplications on the final error 8 = 1/d — x can be determined
by an analysis similar to that offered at the end of Section 16.2. Here, each iteration involves
two back-to-back multiplications, thus leading to the bound 2m ulp for the accumulated error
and the requirement for an additional bit of precision in the intermediate computations.

Fig.16.2 Convergence to aroot of f(x) =0
in the Newton—-Raphson method.

fx)

Tangent atx(’)

Root & X

(2 ) 0
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16.4 SPEEDUP OF CONVERGENCE DIVISION

Thus far, we have shown that division can be performed via 2[log, k] — I multiplications. This
is not yet very impressive, since with 64-bit numbers and a 5-ns multiplier, division would need
at least 55 ns. Three types of speedup are possible in division by repeated multiplications or by
reciprocation:

reducing the number of multiplications
using narrower multiplications

performing the multiplications faster

Note that convergence is slow in the beginning. For example, in division by repeated multiplica-
tions, it takes six multiplications to get 8 bits of convergence and another five to go from 8 bits
to 64 bits. The role of the first four multiplications is to provide a number x? = 2 — dx@x®
such that when x@® is multiplied by z® and d® = dx@x®, we have 8 bits of convergence in
the latter.

d = (0.1XXX XXXX - * “}wo

dx©® = (0.11xx XXXX - - )iwo
dx@x® = (0.1111 xxXX - - Yo
dxOxWx@ — 1111 1111 - Yo

Since x@x1x®@ js essentially an approximation to 1/d, these four initial multiplications can
be replaced by a table-lookup step that directly supplies x©*), an approximation to x @ x®x®
obtained based on a few high-order bits of d, provided the same convergence is achieved.
Similarly, in division by reciprocation, a better starting approximation can be obtained via
table lookup.

The remaining question is: How many bits of d must be inspected to achieve w bits of
convergence after the first iteration? This is important because it dictates the size of the lookup
table. In fact, we will see that x®*) need not be a full-width number. If x(*+ is 8 bits rather than
64 bits wide, say, the lookup table will be eight times smaller and the first iteration can become
much faster, since it involves multiplying an 8-bit multiplier by two 64-bit multiplicands.

We will prove, in Section 16.6, that a 2¥ x w lookup table is necessary and sufficient
for achieving w bits of convergence after the first pair of multiplications. Here, we make a
useful observation. For division by repeated multiplications, we saw that convergence to 1 and
q occurred from below (Fig. 16.1). This does not have to be the case. If at some point in our
iterations, d overshoots 1 (e.g., becomes 1+ ¢), the next multiplicative factor2 —d® = 1—¢
will lead to a value smaller than 1, but still closer to 1, for 44+ (Fig. 16.3).

So, in fact, what is important is that |d¥) — 1| decrease quadratically. It does not matter if
x 0 obtained from the table causes dx©+) to become greater than 1; all we need to guarantee
that 1 — 2716 < dx©@Hx® < listohave 1 — 278 < dx©) < 14278 . This added flexibility
helps us in reducing the table size (both the number of words and the width).

We noted earlier that the first pair of multiplications following the table-lookup involve a
narrow multiplier and may thus be faster than a full-width multiplication. The same applies to
subsequent multiplications if the multiplier is suitably truncated. The result is that convergence
occurs from above or below (Fig. 16.4).
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Fig. 16.3 Convergence in division by repeated multiplications with initial table lookup.

Here is an analysis for the effect of truncating the multiplicative factors to speed up the
multiplications. We begin by noting that:

dx©@Ox® O =1 _ O
xG+tD — 9 _ (1- y(i)) =1+ y(i)

Assume that we truncate 1 — y) to an a-bit fraction, thus obtaining (1 — y¥)1 with an error of
a < 277 With this truncated multiplicative factor, we get

M =2 -1 -y where 0 < x4y — x(*+D < 27a
Thus:

dx@x® . xO D)y = (1= yO) (1 +y0 +a) =1- ()2 +a(l - y?)
=dxOxW ... x O 4 (] — yO)

lterations

Fig. 16.4 Convergence in division by repeated multiplications with initial table lookup and the use
of truncated multiplicative factors.
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Approximate Fig. 16.5 One step in
iteration B axOx (.. X (x(+1)p convergence division with
_a truncated multiplicative
1 <2 factors.
dx(o) X(1) ---X(i) dX(O X(1) (i)x(f+1)
Precise
iteration
lterations
i i+1

Since (1 — y@) is less than 1, the last term above is less than o and we have:
0<a(l—yP)y <27

Hence, if we are aiming to go from I bits to 2/ bits of convergence, we can truncate the next
multiplicative factor to 2/ bits. To justify this claim, consider Fig. 16.5. Point A, which is the
result of precise iteration, is no more than 272 pelow 1. Thus, with a = 21, point B, arrived at
by the approximate iteration, will be no more than 2~% above 1.

Now, putting things together for an example 64-bit multiplication, we need a table of size
256 x 8 = 2K bits for the lookup step. Then we need pairs of multiplications, with the multiplier
being 9 bits, 17 bits, and 33 bits wide. The final step involves a single 64 x 64 multiplication.

16.5 HARDWARE IMPLEMENTATION

The hardware implementation of basic schemes for division by repeated multiplications or by
reciprocation is straightforward. Both methods need two multiplications per iteration and both
can use an initial table lookup step and truncation of the intermediate results to reduce the number
of iterations and to speed up the multiplications.

If the hardware multiplier used is based on a digit-recurrence (binary or high-radix) algo-
rithm, then narrower operands translate directly into fewer steps and correspondingly higher
speed. For the 64-bit example at the end of Section 16.4, the total number of bit-level iterations
to perform the seven multiplications required would be 2(9 4+ 17 + 33) + 64 = 182. This is
roughly equivalent to the number of bit-level iterations in three full 64 x 64 multiplications.

Convergence division methods are more likely to be implemented when a fast parallel (tree)
multiplier is available. In the case of a full-tree multiplier, the narrower multiplicative factors
may not offer any speed advantage. However, if a partial CSA tree, of the type depicted in Fig.
11.9 is used, a narrower multiplier leads to higher speed. For example, if the tree can handle
h = 9 new inputs at once, the first pair of multiplications in our 64-bit example would require
just one pass through the tree, the second pair would need two passes each (one pass if Booth’s
recoding is applied), and so on.
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Fig. 16.6 Two multiplications fully overlapped in a two-stage pipelined multiplier.

Finally, since two independent multiplications by the same multiplier are performed in each
step of division by repeated multiplications, the two can be pipelined (in both the full-tree and
partial-tree implementations), thus requiring less time than two back-to-back multiplications.
In such a case, the multiplication for d® is scheduled first, to get the result needed for the
next iteration quickly and to keep the pipeline as full as possible. This is best understood for a
multiplier that is implemented as a two-stage pipeline (Fig. 16.6). As the computation of 7 x @
moves from the top to the bottom pipeline stage, the next iteration begins by computing the top
stage of d“FDx+D_ We thus see that with a pipelined multiplier, the two multiplications needed
in each iterations can be fully overlapped.

The pipelining scheme shown in Fig. 16.6 is not applicable to convergence division through
divisor reciprocation, since in the recurrence x“+1 = x (2 — x¥d), the second muitiplication
by x® needs the result of the first one. The most promising speedup method in this case relies
on deriving a better starting approximation to 1/d. For example, if the starting approximation
is obtained with an error bound of 2716, then only three multiplications would be needed for a
32-bit quotient and five for a 64-bit result. But 16 bits of precision in the starting approximation
would imply a large lookup table. The required lookup table can be made smaller, or totally
eliminated, by a variety of methods:

1. Store the reciprocal values for fewer points and use linear (one multiply-add operation)
or higher-order interpolation to compute the starting approximation (see Section 24.4).

2. Formulate the starting approximation as a multioperand addition problem and use one
pass through the multiplier’s CSA tree, suitably augmented, to compute it [Schw96].

With all the speedup methods discussed so far, the total division time can often be reduced to that
of two to five ordinary multiplications. This has made convergence division a common choice
for high-performance CPUs.

16.6 ANALYSIS OF LOOKUP TABLE SIZE

The required table size, for radix 2 with the goal of w bits of convergence after the first iteration
(.e,1—=2"" <dx©Y < 1427™), is given in the following theorem.
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THEOREM 16.1  To get w > 5 bits of convergence in the first iteration of division
by repeated multiplications, w bits of d (beyond the mandatory 1) must be inspected. The
factor x®1) read out from the table is of the form (1. XXXX - - - XXXX)wo, With w bits after
the radix point [Parh87].

Based on the Theorem 16.1, the required table size is 2* x w and the first pair of multiplications
involve a (w + 1)-bit multiplier x ©.

A proof sketch for Theorem 16.1 begins as follows. A general analysis for an arbitrary radix
r as well as a complete derivation of special cases that allow smaller tables (in number of words
and/or width) can be found elsewhere [Parh87]. These special cases (r =3 andw = 1,0rr =2
with w < 4) almost never arise in practice, and we can safely ignore them here.

Recall that our objective is to have 1 —27% < dx@) < 1427% Let

d=(0.1d2d_3---d_wi1)@—w+2) " - d—Dwo

w bits to be inspected

Theorem 16.1 postulates the existence of x@*) = (1.x¥ x¥, - - - x¥, )0 satisfying the objective

inequality. Let u = (1d—2d_3 -+ d_(w41))wo, satisfying 2 < u < 2@+l be the integer
composed of the first w + 1 bits of d. We have:

27wty <d < 27 D@ 4 1)
Similarly, let v = (1x*,x; - --xF, )wo be obtained from x© by removing its radix point

(multiplying it by 2*). From the preceding inequalities for 4 and because the objective inequality
can be rewritten as 2¥ — 1 < dv < 2% + 1, we derive the following sufficient conditions:

2¥ —1<27®Wyy  and 27D+ Dy <2¥ +1
These conditions lead to the following restrictions on v:

2w+1(2w _ 1) < 2w+l(2w+ 1)
u - u+1

The existence of x©1), as postulated, is thus contingent upon the preceding inequalities yielding
an integer solution for v. This latter condition is equivalent to:

2w+1(2w -1 - 2w+1(2w +1)
u - u+1

Showing that this last inequality always holds is left as an exercise and completes the
“sufficiency” part of the proof. The “necessity” part—namely, that at least w bits of d must
be inspected and that x®Y) must have at least w bits after the radix point—is also left as
an exercise.

Thus, to achieve 8 bits of convergence after the initial pair of multiplications, we need to look
at 8 bits of d (beyond the mandatory 1) and read out an 8-bit fractional part f for xOD =147
Table 16.2 shows two sample entries in the required lookup table. The first entry in this table
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TABLE 16.2
Sample entries in the lookup table replacing the first four multiplications
in division by repeated multiplications

Address d = 0.1 xxxx XxXxx X0 = 1.xxxX XXXX
55 0011 0111 1010 0101
64 0100 0000 1001 1001

has been determined as follows. Since d begins with the bit pattern 0.1001 1011 1, its value is
in the range

311/512 < d < 312/512

Given the requirement for 8 bits of convergence after the first pair of multiplications, the table
entry f must be chosen such that

311/512(1+.f) > 1—278
312/512(1+.f) < 1+278

From the preceding restrictions, we conclude that 199/311 < . f < 101/156, or for the integer
f =256 x .f,163.81 < f < 165.74. Hence, the table entry f can be either of the integers
164 = (1010 0100) 4y, or 165 = (1010 0101)4ye.

16.1

16.2

16.3

Division by repeated multiplications

a.

b.

C.

Perform the division z/d, with unsigned fractional dividend z = (.0101 0110)yo
and divisor d = (.1011 1001).y,. through repeated multiplications.

Construct a table that provides the initial factor leading to 4 bits of convergence
after the first multiplication. Note that w = 4 is a special case that leads to a smaller
table compared to the one suggested by Theorem 16.1.

Perform the division of part a using the table of part b at the outset.

Division by repeated multiplications

a.

b.
c.

d.

Perform the division z/d, with unsigned fractional dividend z = (.4321)en and
divisor d = (.4456),, through repeated multiplications.

Suggest a simple final correction to improve the accuracy of the result in part a.

Construct a table that provides the initial multiplicative factor leading to 1 decimal
digit of convergence after the first multiplication.

Perform the division of part a using the table of part b at the outset.

Iterative reciprocation Using Newton—-Raphson iterations and decimal arithmetic with
six digits of precision after the radix point throughout:

a.

Compute the reciprocal of d = (.823 456);c,.
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16.5

16.6

16.7

16.8

d.
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Compute the reciprocal of d = (.512 345)y.

Construct a segment of the initial lookup table with 10 two-digit entries (corre-
sponding to d = .50, .51, - - -, .59, with an entry ij representing 1.ij) to provide the
best possible initial approximation to 1/d.

Repeat part b, this time using the table of part c at the outset.

Iterative reciprocation

a.

C.

Compute the reciprocal of d = (.318 310), & 1/7 using x¢*+1 = x(2 — xVa)
and arithmetic with six digits after the decimal point throughout. Keep track of the
difference between x ¥ and 7 to determine the number of iterations needed.
Repeat part a, using the expansion 1/d = 1/(1—y) ~ (1+y)(1+y*)(1+y*)- o
where y = 1 — d, instead of the Newton—Raphson iteration. Each term 1 + y¥ s
computed by squaring y* and adding 1.

Compare the methods of parts a and b and discuss.

Division by reciprocation

a.

b.

Perform the division z/d, with unsigned fractional dividend z = (.0101 0110),
and divisor d = (.1010 1100)4y,, through reciprocation.

Construct a table of approximate reciprocals providing 4 bits of convergence (i.e.,
the product of the approximate reciprocal and d should have four leading Os or 1s).

Perform the division of part a using the table of part b at the outset.

Based on the example of part b, formulate and prove a theorem, similar to Theorem
16.1, for the initial reciprocal approximation.

Division by reciprocation An alternative Newton—Raphson iterative method for com-
puting the reciprocal of d uses f(x) = (x — 1 + 1/d)/(x — 1), which has a root at the
complement of 1/d.

e e TP

Find the alternative iteration formula.

Compute the error term and prove quadratic convergence.

Use this alternative method to compute the reciprocal of d = (.823 456)en.
Use this alternative method to compute the reciprocal of d = (.512 345)¢p.

Comment on this new algorithm compared to the original one.

Division by reciprocation

a.

b.

Derive the maximum error for the starting approximation x© = 4(+/3 — 1) — 2d
in division by reciprocation.

Find the best linear approximation involving a multiply-add operation and compare
its worst-case error to the error of part a.

Table lookup for convergence division

a.

Complete the “sufficiency” proof of Theorem 16.1 by showing that the inequality
2e+le — 1)y/ul < [2%71(2% + 1)/(u + 1)] always holds. Hint: Let g and s
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16.9

16.10

16.11

16.12

16.13

16.14

(s < u) be the quotient and remainder of dividing 2**'(2* + 1) by u + 1. The
right-hand side of the inequality is thus ¢. Try simplifying the left-hand side.

b.  Construct the “necessity” part of the proof of Theorem 16.1 by showing that x©
satisfying 1 — 27% < dx©P < [ + 27% cannot have fewer than w bits after the
radix point and cannot be obtained by inspecting fewer than w bits of d.

Convergence division with truncated multipliers

a. Prove that in division through repeated multiplications, a truncated denominator
d®, with a identical leading bits and b extra bits (b < a), will lead to a new
denominator 4+ with at least a + b identical leading bits.

b. Briefly discuss the implications of the result of part a for an arithmetic unit that
uses an initial table lookup to obtain 8 bits of convergence and can perform 18 x 64
multiplications about 2.5 times as fast as full 64 x 64 multiplications.

Cubic convergence method Consider the following iterative formula for finding an
approximate root of a nonlinear function f: x“*+V = x@ — F(x®) — F(x©@) f"(xD)/
Qf'x9)).

a. Show that this iterative scheme exhibits cubic convergence.

b. Discuss the practical use of this method for function evaluation.

Cubic convergence method Consider the following iterative formula for finding an ap-
proximate root of a nonlinear function f: x 1 = x@ —2 £ (x @) f"(x D) /[2( f'(xP))? -
FGDO) f(x )]

a. Show that this iterative scheme exhibits cubic convergence.

b. Try out the iterative formula for a nonlinear function of your choosing.

¢.  Discuss the practicality of the formula for function evaluation in digital computers.

Table lookup for convergence division Justify the second entry in Table 16.2 in the
same manner as was done for the first entry in Section 16.6. Then, supply the entries for
the addresses 5, 158, and 236.

Mystery convergence method The following two iterative formulas are applied toabit-

normalized binary fraction z in [1/2, 1): u®tD = 4@ (x)2 with 4@ = 7 and vi+D =

vx® with v©@ = 7.

a. Determine the function v = g(z) that is computed if x® = 1 + (1 — »©D)/2.

b. Discuss the number of iterations that are needed and the operations that are executed
in each iteration.

c.  Suggest how the multiplicative term x® might be calculated.

d. Estimate the error in the final result.

e. Suggest ways to speed up the calculation.

f.  Calculate the 8-bit result v = g(z) using the procedure above and compare it to the
correct result, given z = (.1110 0001) .

Table lookup for reciprocal approximation Inspecting w bits of the divisor in the
initial table lookup for division by reciprocation divides the divisor range into 2* equal-
width intervals [a®, 5®).
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Show that a table entry equal to the average of 1/a® and 1/b*) minimizes the
WOTSL-Case eITor.

Show that a table entry equal to 2/(a® + "), that is, the reciprocal of the midpoint
of the interval, minimizes the average-case error, assuming uniform distribution of
divisor values.

16.15 Tablelookup for reciprocal approximation Inspecting w bits of the divisorin the initial
table lookup for division by reciprocation divides the divisor range into 2" equal-width
intervals. Prove that rounding the reciprocals of the midpoints of these intervals provides
minimal worst-case relative errors in a w-bits-in, (w + b)-bits-out table [DasS94].

16.16 Division by convergence Consider the recurrences s = rsU~" —g_;d and ¢V =
rqy=" +q_;, discussed in Section 16.1. We can take a somewhat more general view of
these recurrences by rewriting g_; as y;, an estimate for the rest of the quotient rather
than its next digit. The estimate is obtained by table lookup based on a few high-order bits
in rs¢—1, With this more general view, the second recurrence must be evaluated through
addition rather than by concatenation (shifting the next digit into a register). Evaluate
the suitability of this method for division via repeated multiplications [Wong92].
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PART

REAL ARITHMETIC

In many scientific and engineering computations, numbers in a wide range, from

* very small to extremely large, are processed. Fixed-point number representations

and arithmetic are ill-suited to such applications. For example, a fixed-point decimal
number system capable of representing both 10-2° and 10%° would require at least 40
decimal digits and even then, would not offer much precision with numbers close to
10~20, Thus, we need special number representations that possess both a wide range
and acceptable precision. Floating-point numbers constitute the primary mode of
real arithmetic in most digital systems. In this part, we discuss key topics in floating-
point number representation, arithmetic, and computational errors. Additionally, we
cover alternative representations, such as logarithmic and rational number systems,
that can offer certain advantages in range and/or accuracy. This part is composed
of the following four chapters:

Chapter 17 Floating-Point Representations
Chapter 18 Floating-Point Operations
Chapter 19  Errors and Error Control

Chapter 20 Precise and Certifiable Arithmetic
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Chapter
17 | FLOATING-POINT

REPRESENTATIONS

In Chapters 1-3, we dealt with various methods for representing fixed-point
numbers. Such representations suffer from limited range and/or precision, in
the sense that they can provide high precision only by sacrificing the dynamic
range, and vice versa. By contrast, a floating-point number system offers
both a wide dynamic range for accommodating extremely large numbers
(e.g., astronomical distances) and high precision for very small numbers (e.g.,
atomic distances). Chapter topics include:

17.1 Floating-Point Numbers

17.2 The ANSI/IEEE Floating-Point Standard
17.3 Basic Floating-Point Algorithms

17.4 Conversions and Exceptions

17.5 Rounding Schemes

17.6 Logarithmic Number Systems

17.1 FLOATING-POINT NUMBERS

Clearly, no finite representation method is capable of representing all real numbers, even within
a small range. Thus, most real values will have to be represented in an approximate manner.
Various methods of representation can be used:

Fixed-point number systems: offer limited range and/or precision. Computations must be
“scaled” to ensure that values remain representable and that they do not lose too much
precision.

Rational number systems: approximate a real value by the ratio of two integers. Lead to
difficult arithmetic operations (see Section 20.2).

Floating-point number systems: the most common approach; discussed in Chapters 17-20.

Logarithmic number systems: represent numbers by their signs and logarithms. Attractive
for applications needing low precision and wide dynamic range. Can be viewed as a
limiting special case of floating-point representation (see Section 17.6).
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Fixed-point representation leads to equal spacing in the set of representable numbers. Thus the
maximum absolute error is the same throughout (ulp with truncation and ulp/2 with rounding).
The problem with fixed-point representation is illustrated by the following examples:

x = (0000 0000. 0000 1001)0 Small number
y = (1001 0000. 0000 0000),, Large number

The relative representation error due to truncation or rounding is quite significant for x while it
is much less severe for y. On the other hand, both x? and y? are unrepresentable, because their
computations lead to underflow (number too small) and overflow (too large), respectively.

The other three representation methods listed above lead to denser codes for smaller
values and sparser codes for larger values. However, the code assignment patterns are dif-
ferent, leading to different ranges and error characteristics. For the same range of representable
values, these representations tend to be better than fixed-point systems in terms of average
relative representation error, even though the absolute representation error increases as the values
get larger.

The numbers x and y in the preceding examples can be represented as (1.001)uo X 275
and (1.001) o x 2717, respectively. The exponent —5 or -+7 essentially indicates the direction
and amount by which the radix-point must be moved to produce the corresponding fixed-point
representation shown above. Hence the designation “floating-point numbers.”

A floating-point number has four components: the sign, the significand s, the exponent base
b, and the exponent e. The exponent base b is usually implied (not explicitly represented) and is
usually a power of 2, except, of course, for decimal arithmetic, where it is 10. Together, these
four components represent the number:

x =245 xb° or < significand x base®*Perent

A typical floating-point representation format is shown in Fig. 17.1. A key point to observe is
that two signs are involved in a floating-point number.

1. The significand or number sign, which indicates a positive or negative floating-point
number and is usually represented by a separate sign bit (signed-magnitude convention).
2. The exponent sign which, roughly speaking, indicates a large or small number and is
usually embedded in the biased exponent (Section 2.2). When the bias is a power of
2 (e.g., 128 with an 8-bit exponent), the exponent sign is the complement of its most

significant bit.
2] : I s

Sign Expon ent Significand
Signed integer, Represented as a fixed-point number

0:+ often represented

1:— asunsigned value Usually normalized by shifting,
by adding a bias. so that the MSB becomes nonzero.

In radix 2, the fixed leading 1

Range with h bits: can be removed to save one bit;

[-bias, 2h_q_ bias]. this bit is known as "hidden 1."

Fig. 17.1 Typical floating-point number format.
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The use of a biased exponent format has virtually no effect on the speed or cost of exponent
arithmetic (addition/subtraction), given the small number of bits involved. It does, however,
facilitate zero detection (zero can be represented with the smallest biased exponent of 0 and
an all-zero significand) and magnitude comparison (we can compare normalized floating-point
numbers as if they were integers).

The range of values in a floating-point number representation format is composed of the
intervals [—max, —min] and [min, max], where:

max = largest significand x blargest exponent

min = smallest significand x psmallest exponent

Figure 17.2 shows the number distribution pattern and the various subranges in floating-point
representations. In particular, it includes the three special or singular values —c0, 0, and +o00 (0is
special because it cannot be represented with a normalized significand) and depicts the meanings
of overflow and underflow. Overflow occurs when a result is less than —max or greater than
max. Underflow, on the other hand, occurs for results in the range (—min, 0) or (0, min).

Within the preceding framework, many alternative floating-point representation formats can
be devised. In fact, before the IEEE standard format (see Section 17.2) was adopted, numerous
competing, and incompatible, floating-point formats existed in digital computers. Even now that
the IEEE standard format is dominant, on certain (rare) occasions in the design of special-purpose
systems, the designer might choose a different format for performance or cost reasons.

The equation x = +s x b for the value of a floating-point number suggests that the
range [—max, max] increases if we choose a larger exponent base b. A larger b also simplifies
arithmetic operations on the exponents, since for a given range, smaller exponents must be dealt
with. However, if the significand is to be kept in normalized form, effective precision decreases
for larger b. In the past, machines with b = 2, 8, 16, or 256 were built. But the modern trend is
to use b = 2 to maximize the precision with normalized significands.

The exponent sign is almost always encoded in a biased format, for reasons given earlier
in this section. As for the sign of a floating-point number, alternatives to the currently dominant
signed-magnitude format include the use of 1’s- or 2’s-complement representation. Several
variations have been tried in the past, including the complementation of the significand part only
and the complementation of the entire number (including the exponent part) when the number
to be represented is negative.

Once we have fixed b and assigned one bit to the number sign, the next question is the
allocation of the remaining bits to the exponent and significand parts. Devoting more bits
to the exponent part widens the number representation range but reduces the precision. So,
the designer’s choice is dictated by the range and precision requirements of the application(s)
at hand.

—max _ —min min FLP max
% FLP 0 ‘ + > + o
l l|||"‘|||| IIII' ||| ::::'I:Il ]
? Ysparser Denser! Denser Sparser ! ? '
Negative Positive
Overflow numbers Underflow numbers Overflow
region regions region

Fig. 17.2 Subranges and special values in floating-point number representations.
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The final question, given the allocation of a total of m bits for the binary fixed-point
significand s, is the choice of k, the number of whole bits to the left of the radix point in s.
Again, many variations appeared in the past. The choice k = 0 leads to a fractional significand
in the range [0, 1), sometimes referred to as the mantissa. At the other extreme, choosing k = m
leads to an integer significand that increases both max and min (see Fig. 17.2), thus narrowing
the overflow region and widening the underflow region. The same effect can be achieved by
choosing an off-center bias for the exponent.

The only other common choice for the number of whole bits in the significand of a floating-
point number, and the one used in the IEEE standard, is k = 1, leading to significands in the
range [1, 2). With normalized binary significands, this single whole bit, which is always 1, can
be dropped and the significand represented by its fractional part alone.

Virtually all digital computers have separate formats for integers and floating-point numbers,
even though, in principle, k-digit integers can be represented in a floating-point format that
has a k-digit significand. One reason is that integer arithmetic is both simpler and faster;
thus there is no point in subjecting integers to unnecessary complications. Another reason is
that with a separate integer format, that has no exponent part, larger numbers can be repre-
sented exactly.

If one chooses to have a common format for integers and floating-point numbers, it is
a good idea to include an “inexact flag” in the representation. For numbers that have exact
representations in the floating-point format, the inexact flag may be set to 0. When the result
of a computation with exact operands is too small or too large to be represented exactly, the
inexact flag of the result can be set to 1. Note that dealing with this inexact flag is another source
of complexity.

17.2 THE ANSI/IEEE FLOATING-POINT STANDARD

In the early days of digital computers, it was quite common for machines from various vendors
to have different word widths and unique floating-point formats. Word widths were standardized
at powers of 2 early on, with nonconforming word widths such as 24, 36, 48, and 60 bits all but
disappearing. However, even after 32- and 64-bit words became the norm, different floating-
point formats persisted. A main objective in developing a standard floating-point representation
is to make numerical programs predictable and completely portable, in the sense of producing
the same results when run on different machines.

The two representation formats in IEEE standard for binary floating-point numbers, formally
known as “ANSI/IEEE Std 754-1985,” are depicted in Fig. 17.3. The short, or single-precision,
format is 32 bits wide, whereas the long, or double-precision, version requires 64 bits. The two
formats have 8- and 11-bit exponent fields and use exponent biases of 127 and 1023, respectively.
The significand is in the range [1, 2), with its single whole bit, which is always 1, removed and
only the fractional part shown. The notation “23 +1” or “52 + 1 for the width of the significand
is meant to explicate the role of the hidden bit, which does contribute to the precision without
taking up space.

Table 17.1 summarizes the most important features of the IEEE standard floating-point
representation format.

Since 0 cannot be represented with a normalized significand, a special code must be assigned
to it. In the IEEE standard format, zero has the all-Os representation, with positive or negative
sign. Special codes are also needed for representing +co and NaN (not-a-number). The NaN
special value is useful for representing undefined results such as 0/0. When one of these special
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Sign Biased exponent Significand s=1.f (the 1 is hidden)
I * | € + bias I f I

32-bit: 8 bits, bias = 127 23 + 1 bits, single-precision or short format
64-bit: 11 bits, bias = 1023 52 + 1 bits, double-precision or long format

Fig. 17.3 The ANSIIEEE standard floating-point number representation formats.

values appears as an operand in an arithmetic operation, the result of the operation is specified
according to defined rules that are part of the standard. For example:

Ordinary number = (+00) = £0
(+00) x Ordinary number = +00
NaN + Ordinary number = NaN

The special codes thus allow exceptions to be propagated to the end of a computation rather than
bringing it to a halt. More on this later.

Denormals, or denormalized values, are defined as numbers without a hidden 1 and with
the smallest possible exponent. They are provided to make the effect of underflow less abrupt. In
other words, certain small values that are not representable as normalized numbers, hence must
be rounded to 0 if encountered in the course of computations, can be represented more precisely
as denormals. For example, (0.0001)y, X 27126 i¢ 4 denormal that does not have a normalized
representation in the IEEE single/short format. This “graceful underflow” provision, which can
lead to cost and speed overhead in hardware, is optional; implementations of the standard do not
have to support denormals. Figure 17.4 shows the role of denormals in providing representation
points in the otherwise empty interval (0, min).

TABLE 17.1
Some features of the ANSI/IEEE standard floating-point number representation formats

Feature Single/Short Double/Long

Word width, bits
Significand bits
Significand range
Exponent bits
Exponent bias
Zero (£0)
Denormal

Infinity (00)
Not-a-number (NaN)
Ordinary number

min

max

32 64

23 + 1 hidden 52 + 1 hidden
[1,2 —2723} [1,2-2752]
8 11

127 1023

e+bias=0,f=0
e+ bias =0, f#0
represents £0.f x 27
e+ bias =255, f =0
e+ bias =255, f #0

e+ bias € [1,254]
e € [-126,127]
represents 1. f x 2¢
27126 2 1.2 x 1078

~ 2%~ 3.4 x 10%

126

e+bias=0,f=0
e+bias=0,f #0
represents £0. f x 27
e+ bias =2047, f =0
e+ bias =2047, f #0
e + bias € [1,2046]

e € [—1022,1023]
represents 1. f x 2¢
271022 % 2.2 x 107
~ 2102 v 1.8 x 1078

1022
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0 Denlgrmals 2—126 2—125
Ve N
N R I N I I
ENEEE |

min

Fig.17.4 Denormals in the IEEE single-precision format.

The IEEE floating-point standard also defines the four basic arithmetic operations (add,
subtract, multiply, divide), as well as square-root, with regard to the expected precision in their
results. Basically, the results of these operations must match the results that would be obtained
if all intermediate computations were carried out with infinite precision. Thus, it is up to the
designers of floating-point hardware units adhering to the IEEE standard to carry sufficient
precision in intermediate results to satisfy this requirement.

Finally, the IEEE standard defines extended formats that allow implementations to carry
higher precisions internally to reduce the effect of accumulated errors. Two extended formats
are defined:

Single-extended: > 11 bits for exponent, > 32 bits for significand
(Bias unspecified, but exponent range must include [—1022, 1023].)

Double-extended: > 15 bits for exponent, > 64 bits for significand
(Bias unspecified, but exponent range must include [—16382, 16383].)

The use of an extended format does not, in and of itself, guarantee that the precision requirements
of floating-point operations will be satisfied. Rather, extended formats are useful for controlling
error propagation in a sequence of arithmetic operations. For example, when adding a list of
floating-point numbers, a more precise result is obtained if positive and negative values are
added separately, with the two subtotals combined in a final addition (we discuss computa-
tion errors in Chapter 19). Now if the list of numbers has thousands of elements, it is quite
possible that computing one or both subtotals will lead to overflow. If an extended format
is used (single-extended with single-precision operands, double-extended for double-precision
operands), overflow becomes much less likely.

17.3 BASIC FLOATING-POINT ALGORITHMS

Basic arithmetic on floating-point numbers is conceptually simple. However, care must be taken
in hardware implementations for ensuring correctness and avoiding undue loss of precision; in
addition, it must be possible to handle any exceptions.

Addition and subtraction are the most difficult of the elementary operations for floating-
point operands. Here, we deal only with addition, since subtraction can be converted to addition
by flipping the sign of the subtrahend. Consider the addition:

(£s1 x by + (52 x b?) = 45 x b*

Assuming el > e2, we begin by aligning the two operands through right-shifting of the
significand s2 of the number with the smaller exponent:
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is2xbez—£xb"l

- pel—e2
If the exponent base b and the number representation radix r are the same, we simply shift s2
to the right by el — e2 digits. When b = r* the shift amount, which is computed through direct
subtraction of the biased exponents, is multiplied by a. In either case, this step is referred to as
alignment shift, or preshift (in contrast to normalization shift or postshift, which is needed when
the resulting significand s is unnormalized). We then perform the addition as follows:

+52
(£s1 x 1) + (£52 x b?) = (£s1 x b¢') + (belfez X bel)

2
:(islﬁ:s—_)xbel.—_isxb‘”

When the operand signs are alike, a single-digit normalizing shift is always enough. For example,
with the [EEE format, we have 1 < s < 4, which may have to be reduced by a factor of 2 through
asingle-bit right shift (and adding 1 to the exponent to compensate). However, when the operands
have different signs, the resulting significand may be very close to 0 and left shifting by many
positions may be needed for normalization. Overflow/underflow can occur during the addition
step as well as due to normalization.

Floating-point multiplication is simpler than floating-point addition; it is performed by
multiplying the significands and adding the exponents:

(51 x b x (£52 x b?) = £(s1 x §2) x b'T2

Postshifting may be needed, since the product s1 x s2 of the two significands can be un-
normalized. For example, with the IEEE format, we have 1 < s1 x 52 < 4, leading to the
possible need for a single-bit right shift. Also, the computed exponent needs adjustment if the
exponents are biased or if a normalization shift is performed. Overflow/underflow is possible
during multiplication if e1 and €2 have like signs; overflow is also possible due to normalization.

Similarly, floating-point division is performed by dividing the significands and subtracting
the exponents:

+s1 x bl s1
—x

— bel—eZ
452 x be2 52

Here, problems to be dealt with are similar to those of multiplication. The ratio s1/s2 of the
significands may have to be normalized. With the IEEE format, we have 1/2 < s1/s2 < 2
and a single-bit left shift is always adequate. The computed exponent needs adjustment if the
exponents are biased or if a normalizing shift is performed. Overflow/underflow is possible
during division if el and e2 have unlike signs; underflow due to normalization is also possible.

To extract the square root of a positive floating-point number, we first make its exponent
even. This may require subtracting 1 from the exponent and multiplying the significand by b.
We then use the following:

Vs X b = /s x b*?

In the case of IEEE floating-point numbers, the adjusted significand will be in the range 1 < s <
4, which leads directly to a normalized significand for the result. Square-rooting never produces
overflow or underflow.
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In the preceding discussion, we ignored the need for rounding. The product s1 x s2 of
two significands, for example, may have more digits than can be accommodated. When such a
value is rounded so that it is representable with the available number of digits, the result may
have to be normatized and the exponent adjusted again. Thus, though the event is quite unlikely,
rounding can potentially lead to overflow or underfiow as well.

17.4 CONVERSIONS AND EXCEPTIONS

Animportant requirement for the utility of a floating-point system is the ability to'convert decimal
or binary numbers from/to the format for input/output purposes. Also, at times we need to convert
numbers from one floating-point format to another (say from double- to single-precision, or from
single-precision to extended-single). These conversions, and their error characteristics, are also
spelled out as part of the ANSI/IEEE standard.

Whenever a number with higher precision is to be converted to a format offering
lower precision (e.g., double-precision or extended-single to single-precision), rounding is
required as part of the conversion process. The same applies to conversions between inte-
ger and floating-point formats. Because of their importance, rounding methods, are discussed
separately in Section 17.5. Here, we just mention that the ANSI/IEEE standard includes four
rounding modes:

Round to nearest even.

Round toward zero (inward).
Round toward +oc (upward).
Round toward —oco (downward).

The first of these is the default rounding mode. The latter two rounding modes are optional and
find applications in performing interval arithmetic (see Section 19.5).

Another important requirement for any number representation system is defining the order of
values in comparisons that yield true/false results. Such comparisons are needed for conditional
computations such as “if x > y then . - -”. The ANSVIEEE standard defines comparison results in
amanner that is consistent with mathematical laws and intuition. Clearly comparisons of ordered
values (ordinary floating-point numbers, +0, and +00) should yield the expected results (e.g.,
—00 < 40 should yield “true™). The two representations of 0 are considered to be the same
number, so +0 > —0 yields “false.” It is somewhat less clear what the results of comparisons
such as NaN # NaN (true) or NaN < oo (false) should be. The general rule is that NaN is
considered unordered with everything, including itself. Thus, comparisons such as NaN < +oo
also produce an “invalid operation” exception.

When the values being compared have different formats (e. g., single vs. single-extended or
single vs. double), the result of comparison is defined based on infinitely precise versions of the
two numbers being compared.

Besides the exception signaled when certain comparisons between unordered values are
performed, the ANSI/IEEE standard also defines exceptions associated with divide by zero,
overflow, underflow, inexact result, and invalid operation. The first three conditions are obvious.
The “inexact exception” is signaled when the rounded result of an operation or conversion is
not exactly representable. The “invalid operation” exception occurs in the following situations,
among others:
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Addition: (+00) + (—0o0)
Multiplication: 0 x o0
Division: 0/0 or co/00
Square-root: Operand < 0

For a more complete description, refer to the ANSIIEEE standard document [IEEE85].

17.5 ROUNDING SCHEMES

Rounding is needed to convert higher-precision values, or intermediate computation results
with additional digits, to lower-precision formats for storage and/or output. In the discussion
that follows, we assume that an unsigned number with integer and fractional digits is to be
rounded to an integer.

round
Xg1Xg—2 "+ X1X0-X_1 X2+ X — Yk—1Yk-2" " Y1Yo-

The simplest rounding method is truncation or chopping, which is accomplished by dropping
the extra bits:

chop
Xk_1Xk—2 -+ - X1X0.X—| X2+ "+ X > Xp—1Xk—2 " X1X0.

The effect of chopping is different for signed-magnitude and 2’s-complement numbers.
Figure 17.5 shows the effect of chopping on a signed-magnitude number. The magnitude of the
result y = chop(x) is always smaller than the magnitude of x. Thus, this is sometimes referred to
as “round toward 0.” Figure 17.6 shows that chopping a 2’s-complement number always reduces
its value. This is known as “downward-directed rounding” or “rounding toward —o0”.

With the “round to nearest” (rtn) scheme, depicted in Fig. 17.7 for signed-magnitude
numbers, a fractional part of less than 1/2 is dropped, while a fractional part of 1/2 or more
(.1xxx --- in binary) leads to rounding to the next higher integer. The only difference when

chop(x) Fig. 17.5 Truncation or chopping of a
4 signed-magnitude number (same as round
toward 0).
3
2
1
-4 -3 - -1 : 3 7 X

-1

n

N
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chop(x)

A
4

1.
o

D,
r4

4
I

O

Fig. 17.6 Truncation or chopping of a
2’s-complement number (same as
downward-directed rounding, or rounding
toward —o0).

this rule is applied to 2’s-complement numbers is that in Fig. 17.7, the heavy dots for negative
values of x move to the left end of the respective heavy lines. Thus, a slight upward bias is
created. Such a bias exists for signed-magnitude numbers as well if we consider only positive

or negative values.

To understand the effect of this slight bias on computations, assume that a number (x;_ - - -
X1X0.X—1X-2)wo 1 to be rounded to an integer y;_1 - - - y; yo. The four possible cases, and their

representation errors are:

X_1X-2 = 00

x_1x_p =01
X_1X_2 = 10
x_1x_p =11

Round down error =0

Round down error = —0.25

Round up
Round up

error = 0.5
error = 0.25

If these four cases occur with equal probability, the average error is 0.125. The resulting bias
may create problems owing to error accumulation. In practice, the situation may be somewhat

rtn(x)

w

N
L

W,

Fig.17.7 Rounding of a signed-magnitude
value to the nearest number.



17.5 ROUNDING SCHEMES 289

rtne(x) Fig. 17.8 Rounding to the nearest even
number.
4 -
3
2 *—e
1
-4 -3 2 -1°d " 2 3 4 %
—1
Ty o

worse in that for certain calculations, the probability of getting a midpoint value can be much
higher than 2~

One way to deal with the preceding problem is to always round to an even (or odd) integer,
thus causing the “midpoint” values (x_;x_» = 10 in our example) to be rounded up or down
with equal probabilities. Rounding to the nearest even (rather than odd) value has the additional
benefit that it leads to “rounder” values and, thus, lesser errors downstream in the computation.
Figure 17.8 shows the effect of the “round to nearest even” (rtne) scheme on signed-magnitude
numbers. The diagram for 2’s-complement numbers is the same (since, e.g., — 1.5 will be rounded
to —2 in either case). Round-to-nearest-even is the default rounding scheme of the IEEE floating-
point standard.

Another scheme, known as R* rounding, is similar to the preceding methods except that
for midpoint values (e.g., when x_;x_, = 10), the fractional part is chopped and the least
significant bit of the rounded result is forced to 1. Thus, in midpoint cases, we round up if
the least significant bit happens to be 0 and round down when it is 1. This is clearly the
same as the “round to nearest odd” scheme. Figure 17.9 contains a graphical representation
of R* rounding.

R*(x) Fig. 17.9 R rounding or rounding to the
4 nearest odd number.
3 —e
2
1 4@
4 3 2 1.0 1 2 3 X
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In all the rounding schemes discussed thus far, full carry-propagation over the k integer
positions is needed in the worst case. This imposes an undesirable overhead on floating-point
arithmetic operations, especially since the final rounding is always on the critical path. The
next two methods, which eliminate this overhead, are not used in practice because they are
accompanied by other problems.

Jamming, or von Neumann rounding, is simply truncation with the least significant bit
forced to 1. As shown in Fig. 17.10, this method combines the simplicity of chopping with the
symmetrical error characteristics of ordinary rounding (not rounding to nearest even). However,
its worst-case error is twice as large as that of rounding to the nearest integer.

ROM rounding is based on directly reading a few of the least significant bits of the rounded
result from a table, using the affected bits, plus the most significant (leftmost) dropped bit, as
the address. For example, if the 4 bits y3y,y1yo of the rounded result are to be determined,
a 32 x 4 ROM table can be used that takes x3x,x1xpx_; as the address and supplies 4 bits
of data:

32x4—ROM—round
Xk—1"" - X4X3X2X1XQ. X1 * * " X ] ——————> Xj—1 " XaY3Y2Y1Y0-

ROM address ROM data

Thus, in the preceding example, the fractional bits of x are dropped, the 4 bits read out from
the table replace the 4 least significant integral bits of x, and the higher-order bits of x do not
change. The ROM output bits y;y,y;vo are related to the address bits x3xx;xgx_; as follows:

(372510 two = (X3X2X1X0)two whenx_ | =0o0rxz3 =xx=x1=xp=1
(3Y2Y150)two = (X3X2X1X0)two + 1 otherwise

Thus, the rounding result is the same as that of the round to nearest scheme in 15 of the 16
possible cases, but a larger error is introduced when x3 = x, = x; = xp = 1. Figure 17.11
depicts the results of ROM rounding for a smaller 8 x 2 table.

Finally, we sometimes need to force computational errors to be in a certain known direction.
For example, if we are computing an upper bound for some quantity, larger results are acceptable,
since the derived upper bound will still be valid, but results that are smaller than correct values

jam(x) Fig. 17.10 Jamming or von Neumann
4 rounding.
3
2

no

EN
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ROM(x) tF;libgl.'3 17.11 ROM rounding with an 8 x 2

A
4

o A d

2 &

- 3

could invalidate the upper bound. This leads to the definition of upward-directed rounding (round
toward 4-00) and downward-directed rounding (round toward —oo) schemes depicted in Figs.
17.12 and 17.6, respectively. Upward- and downward-directed rounding schemes are optional
features of the IEEE floating-point standard.

17.6 LOGARITHMIC NUMBER SYSTEMS

Fixed-point representations can be viewed as extreme special cases of floating-point numbers
with the exponent equal to 0, thus making the exponent field unnecessary. The other extreme
of removing the significand field, and assuming that the significand is always 1, is known
as logarithmic number representation. With the IEEE floating-point standard terminology, the

significand of a logarithmic number system consists only of the hidden 1 and has no frac-
tional part.

up(x) Fig. 17.12 Upward-directed rounding, or
rounding toward +oo (see Fig. 17.6 for
downward-directed rounding, or rounding
toward —o0).

fS
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The components of alogarithmic number are its sign, exponent base b (not explicitly shown),
and exponent e, together representing the number x = +b°. Since the relationship between x
and e can be written as

e = log, |x|

we often refer to b as the logarithm base, rather than the exponent base, and to the number
system as the sign-and-logarithm representation. Of course, if e were an integer, as is the case
in floating-point representations, only powers of » would be representable. So we allow e to
have a fractional part (Fig. 17.13). Since numbers between 0 and 1 have negative logarithms,
the logarithm must be viewed as a signed number or all numbers scaled up by a constant factor
(the logarithm part biased by the logarithm of that constant) if numbers less than 1 are to be
representable. The base b of the logarithm is usually taken to be 2.

In what follows, we will assume that the logarithm part is a 2’s-complement number. A
number x is thus represented by a pair:

(Sx, Lx) = (sign(x), log, |x|)

B Example 17.1 Consider a 12-bit, base-2, logarithmic number system in which
the 2’s-complement logarithm field contains 5 whole and 6 fractional bits. The ex-
ponent range is thus [—16, 16 — 27°], leading to a number representation range of
approximately [—29, 2!6], with min = 27'°, The bit pattern
110110001011
A
Sign Radix point

represents the number —279328125 ~ _ (0.0011) p.

Multiplication and division of logarithmic numbers are quite simple, and this constitutes
the main advantage of logarithmic representations. To multiply, we XOR the signs and add the
logarithms:

(:l:2el) x (:I:eZ) — :l:281+22
To divide, we XOR the signs and subtract the logarithms:

:tzel
ie2

— :tzel—eZ

Sign Fixed-point exponent Fig. 17.13 Logarithmic number
representation with sign and
fixed-point exponent.

| e

Implied radix point
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Addition/subtraction of logarithmic numbers is equivalent to solving the following problem:
given log x and log y, find log(x % y). This is somewhat more difficult than multiplication or
division. Straightforward table lookup requires a table of size 2% x k with k-bit representations
(including the sign bit), so it is impractical unless the word width k is fairly small (say, 812
bits). A more practical hardware realization scheme is ‘presented in Section 18.6.

Number conversions from binary to logarithmic, and from logarithmic to binary, represen-
tation involve computing the logarithm and inverse logarithm (exponential) functions. These
are covered in Chapters 22 and 23, which deal with methods of function evaluation.

171

17.2

17.3

174

17.5

17.6

Unnormalized floating-point numbers In an unnormalized floating-point represen-
tation format, a significand of 0 with any exponent can be used to represent 0, since
0 x 2° = 0. Argue that even in this case, it is beneficial to represent 0 with the smallest
possible exponent. Hint: Consider floating-point addition.

Spacing of floating-point numbers

a. InFig. 17.4, three of the vertical tick marks have been labeled with the numbers 0,
27126 and 2725, Supply the labels for the remaining 13 tick marks shown.

b. Draw a similar diagram for the double-precision format and label its tick marks.

Floating-point puzzle You are given a bit string x;_;x;_s - - - X;xg and told that it is
a floating-point number. You can make no assumption about the format except that it
consists of a sign bit, an exponent field, and a significand field with their usual meanings
(i.e., you cannot assume that the sign is the leftmost bit, that 1 means negative, or that
the exponent is to the left of the significand). Your goal is to decode the format and find
the number being represented by asking a minimal number of questions in the worst
case. Questions must be about the format, not the number itself, and must be posed so
that they can be answered yes/no or with an integer (e.g., How many bits are there in
the exponent field?). Present your strategy in the form of a decision tree.

Floating-point representations Consider the IEEE 32-bit standard floating-point
format.

a. Ignoring +o00, denormals, etc., how many distinct real numbers are representable?

b. What is the smallest number of bits needed to represent this many distinct values?
What is the encoding or representation efficiency of this format?

c. Discuss the consequences (in terms of range and precision) of shortening the

exponent field by 2 bits, adding 2 bits to the significand field, and using the exponent
base of 16 instead of 2.

Fixed- and floating-point representations Find the largest value of n for which n! can
be represented exactly in the following two formats. Explain the results.

a. 32-bit, 2’s-complement integer format.
b. 32-bit IEEE standard floating-point format.

Fixed- versus floating-point systems Digital signal processor chips are special-purpose
processors that have been tailored to the need of signal processing applications. They
come in both fixed-point and floating-point versions. Discuss the issues involved in
choosing a fixed- versus floating-point DSP chip for such applications [Inac96].
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17.7

17.8

17.9

17.10

17.11

Floating-point arithmetic operations Represent each of the following floating-point
operands in 32-bit IEEE standard format. Then perform the specified operations, nor-
malizing the results if necessary.

a. (+41 x 29 x (+0.875 x 271%)

b. (=45 x 271) = (+0.0625 x 2112)

v/ +1.125 x 2+1

d. (+1.25 x 2719 + (4+0.5 x 2+

e. (—1.5x 27y + (+0.625 x 2719)

g

Floating-point exceptions Give examples of IEEE 32-bit standard floating-point num-
bers x and y such that they produce overflow in the rounding stage of computing x + y.
Repeat for computing the product x x y. Then show that rounding overflow is impossible
in the normalization phase of floating-point division.

Conversion of floating-point numbers The conversion problem for floating-point
numbers involves changing representations from radix r with exponent base b to radix
R with exponent base B.

a. Describe the conversion process for the special case of r = b and R = B.

b. Apply the method of part a to convert (0.2313 0130)y, x4 2o from r = 4 to
R =10.

¢.  Describe a shortcut method for the conversion when r = B¢ and R = B¢ for
some f.

d. Apply the shortcut method of part ¢ to convert the radix-4 floating-point number of
part b to radix R = 8.

Denormalized floating-point numbers The ANSI/IEEE floating-point standard allows
denormalized numbers to be used when the results obtained are too small for normalized
representation.

a. Can floating-point numbers be compared as integers even when denormals are
considered?

b. Isit possible for an operation involving one or two denormals to yield a normalized
result?

¢.  Prove or disprove: the sum of two denormals is always exactly representable.

Errors in floating-point representations Only some real numbers are exactly repre-
sentable in the ANSI/IEEE standard floating-point format (or any finite number repre-
sentation method for that matter).

a. Plot the absolute representation error of the IEEE single format for a number x
in [1, 16), as a function of x, using logarithmic scales for both x and the error
value.

b. Repeat part a for the relative representation error in [1, 16).
What are the worst-case relative and absolute representation etrors in [1,16)?
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d. Does the relative (absolute) error get better or worse for numbers greater than 16?7
What about for numbers less than 1?

Round-to-nearest-even The following example shows the advantage of rounding to
nearest even over ordinary rounding. All numbers are decimal. Consider the floating-

point numbers u = .100 x 10° and v = —.555 x 10", Let @ = u and use the
recurrence u Y = (u® —g, v) +¢, v to compute uP, u® | - . .. With ordinary rounding,
we get the sequence of values.101,.102, - - -, an occurrence known as drift [Knut81, p.

222]. Verify that drift does not occur in the preceding example if round to nearest even is
used. Then prove the general result (((4 44 V) —g V) +1p ) —1p v = (U +p v) —g v When
floating-point operations are exactly rounded using the round-to-nearest-even rule.

ROM rounding

a. In ROM rounding, only the most significant one of the bits to be dropped is used
as part of the ROM address. Is there any benefit to using the other dropped bits as
part of the address?

b. Discuss the feasibility of compensating for the downward bias of ROM rounding
(because of using truncation in the one special case) through the introduction of
upward bias in some cases.

Logarithmic number systems Consider a 16-bit sign-and-logarithm number system,
using k = 6 whole and [ = 9 fractional bits for the logarithm. Assume that the logarithm
base is 2 and that 2’s-complement representation is used for negative logarithms.

Find the smallest and largest positive numbers that can be represented.

Calculate the maximum relative representation error.

Find the representations of x = 2.5 and y = 3.7 in this number system.

Perform the operations x x y, x/y, 1/x, x?, and /x, in this number system.

Find the representations of x + y, x — y, and x”, using a calculator where needed.

e a0 TR

Repeat part b, this time assuming that the logarithm base is 10.

Logarithmic number systems Compare a sign-and-logarithm number system with 8
whole bits, 23 fractional bits, and a bias of 127, to the 32-bit IEEE standard floating-
point format with regard to range and precision. Devise methods for converting numbers
between the two formats.

Semilogarithmic number systems Consider a floating-point system in which the
exponent is a multiple of 27* (i.e., it is a fixed-point number with # fractional bits) and
the k-bit significand is in [1, 1 4 27*) with & + 1 hidden bits 1.00 - - - 0. The extremes
of h = 0 and k& = k in such a semilogarithmic number system [Mull98] correspond to
floating-point and logarithmic number systems.

a. What are possible advantages of such a number system?
b. Describe basic arithmetic algorithms for semilogarithmic numbers.

¢. Develop algorithms for conversion of such numbers to/from floating-point.

d. Compare a semilogarithmic number system to floating-point and logarithmic num-
ber systems with regard to representation error.
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Chapter

18 |FLOATING-POINT
TOPERATIONS

In this chapter, we examine hardware implementation issues for the four basic
floating-point arithmetic operations of addition, subtraction, multiplication,
and division. Consideration of square-rooting is postponed to Section 21.6.
The bulk of our discussions concern the handling of exponents, alignment
of significands, and normalization and rounding of the results. Arithmetic
operations on significands, which are fixed-point numbers, have already
been covered. Chapter topics include:

18.1
18.2
18.3
18.4
18.5
18.6

Floating-Point Adders/Subtractors
Pre- and Postshifting

Rounding and Exceptions
Floating-Point Multipliers
Floating-Point Dividers
Logarithmic Arithmetic Unit

18.1 FLOATING-POINT ADDERS/SUBTRACTORS

A floating-point adder/subtractor consists of a fixed-point adder for the aligned significands,
plus support circuitry to deal with the signs, exponents, alignment preshift, normalization
postshift, and special values (0, o0, etc.). Figure 18.1 is the block diagram of a floating-point
adder. The major components of this adder are described in Sections 18.1-18.3. Floating-point
multipliers and dividers, which are relatively simpler, are covered in Sections 18.4 and 18.5,

respectively.

As shown in Fig. 18.1, the two operands entering the floating-point adder are first unpacked.
Unpacking involves:

Separating the sign, exponent, and significand for each operand and reinstating the

hidden 1.

Converting the operands to the internal format, if different (e.g., single-extended or
double-extended).

297
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Testing for special operands and exceptions (e.g., recognizing NaN inputs and bypassing
the adder).

The difference of the two exponents is used to determine the amount of alignment right shift and
the operand to which it should be applied. To economize on hardware, preshifting capability is
often provided for only one of the two operands, with the operands swapped if the other one
needs to be shifted. Since the computed sum or difference may have to be shifted to the left in
the post normalization step, several bits of the right-shifted operand, which normally would be
discarded as they moved off the right end, may be kept for the addition. Thus, the significand
adder is typically wider than the significands of the input numbers. More on this in Section 18.3.

Similarly, complementation logic may be provided for only one of the two operands
(typically the one that is not preshifted, to shorten the critical path). If both operands have
the same sign, the common sign can be ignored in the addition process and later attached to the
result. If —x is the negative operand and complementation logic is provided only for y, which
is positive, y is complemented and the negative sign of —x ignored, leading to the result x — y
instead of —x + . This negation is taken into account by the sign logic in determining the correct
sign of the result.

Selective complementation, and the determination of the sign of the result, are also affected
by the +/— control input of the floating-point adder/subtractor, which specifies the operation to
be performed.

With IEEE standard floating-point format, the sum/difference of the aligned significands has
amagnitude in the range [0, 4). If the resultis in [2, 4), then it is too large and must be normalized
by shifting it one bit to the right and incrementing the tentative exponent to compensate for the
shift. If the result is in [0, 1), it is too small. In this case, a multibit left shift may be required,
along with a compensatory reduction of the exponent.

Note that a positive (negative) 2’s-complement number (x;X0.X_1X_3 - - *)27s—compl Whose
magnitude is less than 1 will begin with two or more Os (1s). Hence, the amount of left shift
needed is determined by a special circuit known as leading zeros/ones counter. It is also possible,
with a somewhat more complex circuit, to predict the number of leading zeros/ones in parallel
with the addition process rather than detecting them after the addition result becomes known.
This removes the leading zeros/ones detector from the critical path and improves the overall
speed. Details are given in Section 18.2.

Rounding the result may necessitate another normalizing shift and exponent adjustment. To
improve the speed, adjusted exponent values can be precomputed and the proper value selected
once the normalization results become known. To obtain a properly rounded floating-point sum
or difference, a binary floating-point adder must maintain at least three extra bits beyond the
ulp; these are called guard bit, round bit, and sticky bit. The roles of these bits, along with the
hardware implementation of rounding, are discussed in Sections 18.3.

The significand adder is almost always a fast logarithmic time 2’s-complement adder, usually
with carry-lookahead design. Two’s-complement addition is the preferred choice because with
I’s-complement addition, the end-around carry can cause speed degradation in fast adders.
Two’s-complementation does not cause any difficulty because at most one of the operands is
complemented and the addition of ulp can be performed by setting the carry-in of the significand
adder to 1 (see problem 18.4). When the resulting significand is negative, it must be comple-
mented to form the signed-magnitude output. As usual, this is done by 1’s-complementation
and addition of ulp. The latter addition can be merged with the addition of ulp, which may be
needed for rounding. Thus, 0, ulp or 2ulp will be added to the true or complemented output of
the significand adder during the rounding process.
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Floating-point operands Fig. 18.1 Block diagram of a
* floating-point adder/subtractor.
Unpack
Selective complement
Subtract and possible swap
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selective complement
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If an equally fast adder can be designed for 1’s-complement numbers, then 1’s-comple-
mentation becomes the preferred choice, especially when results are to be rounded by chopping.
Finally, packing the result involves:

Combining the sign, exponent, and significand for the result and removing the hidden 1.

Testing for special operands and exceptions (e.g., zero result, overflow, or underflow).

Note that unlike the unpacking step, conversion between the internal and external formats is not
included in the packing process. This is because converting a wider significand to a narrower
one requires rounding and is best accomplished in the rounding stage, which produces the result
with the desired output precision.

Floating-point adders found in various processors may differ in details from the generic
design depicted in Fig. 18.1. However, the basic principles are the same, and the differences
in implementation relate to clever schemes for speeding up the various subcomputations or
for economizing on hardware cost. Some of these techniques are covered in Sections 18.2
and 18.3.
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18.2 PRE- AND POSTSHIFTING

The preshifter always shifts to the right by an amount equal to the difference of the two
exponents. Note that with the IEEE single-precision floating-point format, the difference of
the two exponents can be as large as 127 — (—126) = 253. However, even with extra bits of
precision maintained during addition, the operands and results are much narrower. This allows
us to simplify and speed up the exponent subtractor and preshift logic in Fig. 18.1.

For example, if the adder is 32 bits wide, then any preshift of 32 bits or more will result in
the preshifted input becoming 0. Thus, only the least significant 5 bits of the exponent difference
needs to be computed, with the preshifted input forced to 0 when the difference is 32 or more.

Let us continue with the assumption that right shifts of O to 31 bits must be implemented.
In principle, this can be done by a set of 32-to-1 multiplexers, as shown in Fig. 18.2. The
multiplexer producing the bit y; of the shifted operand selects one of the bits x; through x; 31
of the (sign-extended) 32-bit input that is being aligned based on the 5-bit shift amount. Such a
design, however, would lead to fan-in and fan-out problems, especially for the sign bit, which
will have to feed multiple inputs of several multiplexers.

As usual, a multistage design can be used to mitigate the fan-in and fan-out problems.
Figure 18.3 shows a portion of a combinational shifter that can preshift an input operand x by
any amount from 0 to 15 bits. Each circular node is a 2-to-1 multiplexer, with its output fanned
out to two nodes in the level below. The four levels, from top to bottom, correspond to shifting
by 1, 2, 4, and 8 bits, respectively.

In practice, designs that fall between the two extremes shown in Figs. 18.2 and 18.3 are
used. For example, preshifts of up to 31 bits might be implemented in two stages, one performing
any shift from 0 to 7 bits and the other performing shifts of 0, 8, 16, and 24 bits. The first stage is
then controlled by the three least significant bits, and the second stage by the two most significant
bits, of the binary shift amount.

Note that the difference el — e2 of the two (biased) exponents may be negative. The sign of
the difference indicates which operand is to be preshifted, while the magnitude provides the shift
amount. One way to obtain the shift amount in case of a negative difference is to complement
it. However, this introduces additional delay due to carry propagation. A second way is to use
a ROM table or PLA that receives the signed difference as input and produces the shift amount
as output. A third way is to compute both el — e2 and e2 — el, choosing the positive value as
the shift amount. Given that only a few bits of the difference need to be computed, duplicating
the exponent subtractor does not have significant cost implications.

The postshifter is similar to the preshifter, with one difference: it should be able to perform
either a right shift of 01 bit or a left shift of 0-31 bits, say. One hardware implementation option
is to use two separate shifters for right- and left-shifting. Another option is to combine the two
functions into one multistage combinational shifter. Supplying the details in the latter case is
left as an exercise.

Xis31 Xi430 Xiso Xjst Xj Fig. 18.2 One bit slice of a single-stage preshifter.
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Enable
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Fig. 18.3 Four-stage combinational shifter for preshifting an operand by 0 to 15 bits.

For IEEE floating-point operands, the need for right-shifting by 1 bit during normalization
is indicated by the magnitude of the adder output equaling or exceeding 2. The adder output is a
2’s-complement number in the range (—4, 4), represented as z = (Cout2120.2-12—2 * * *)2’s—compl-
The condition for right-shifting is thus easily determined as coy # z1. Assuming that right-
shifting is not needed for normalization, we must have coy = z1, with the left-shift amount then
determined by the number of consecutive bits in z that are identical to zy. So, if z; = 0 (1),
we need to detect the number of consecutive Os (1s) in z, beginning with zo. As mentioned in
Section 18.1, this is done either by applying a leading zeros/ones counter to the adder output
or by predicting the number of leading zeros/ones concurrently with the addition process (to
shorten the critical path). The two schemes are depicted in Fig. 18.4.

Leading zeros/ones counting is quite simple and is thus left as an exercise. Predicting the
number of leading zeros/ones can be accomplished as follows. Note that when the inputs to a
floating-point adder are normalized, normalization left shift is needed only when the operands,
and thus the inputs to the significand adder, have unlike signs. Leading zeros/ones prediction for
unnormalized inputs is somewhat more involved, but not more difficult conceptually.

Let the inputs to the significand adder be 2’s-complement positive and negative values
(0xq.x-1x_3 -+ )2rs—compt and (1y0.¥-1¥—2 - - -)2rs—compl- Let there be exactly i consecutive posi-
tions, beginning with position 0, that propagate the carry during addition. Borrowing the carry
“generate,” “propagate,” and “annihilate” notation from our discussions of adders, we have
the following:

po =p1=par=--=pip=1
pP-i = 0 (i.e., 8—-i = 1 or a.p = 1)
In case g_; = 1, letj be the smallest index such that:

g =a i 1=a_jp2=-"-=0a_j4y1 =1

a_j =0 (e,g-j=lorp_;=1)
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l I Fig. 18.4 Leading zeros/ones counting versus

prediction.
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Then, we will have j or j — 1 leading Os depending on whether the carry leaving position j is 0
or 1, respectively.
In case a_; = 1, let j be the smallest index such that:

a; =g i 1=g-i2=" =8 jn=1

g-; =0 (e,p_j=lora_;j=1)

Then, we will have j — 1 or j leading 1s, depending on whether the carry-out of position j is 0
or 1, respectively.

Note that the g, p, a, and carry signals needed for leading zeros/ones prediction can be
extracted from the significand adder to save on hardware. Based on the preceding discussion,
given the required signals, the circuit needed to predict the number of leading zeros/ones can be
designed with two stages. The first stage, which is similar to a carry-lookahead circuit, produces
a 1 in the jth position and Os in all positions to its left (this can be formulated as a parallel
prefix computation, since we are essentially interested in detecting one of the four patterns
pp---ppgaa---aag,pp - ppgaa ---aap,pp - - - ppagg - - - 884, or pp - - - ppagg - - - ggp). The
second stage is an encoder or priority encoder (depending on the design of the first stage) that
yields the index of the leading 1.

Finally, in the preceding discussion, we assumed separate hardware for pre- and postshifting.
This is a desirable choice for higher-speed or pipelined operation. If the two shifters are to be
combined for economy, the unit must be capable of shifting both to the right and to the left
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by an arbitrary amount. Modifying the design of Fig. 18.3 to derive a bidirectional shifter is
straightforward.

18.3 ROUNDING AND EXCEPTIONS

If an alignment preshift is performed, the bits that are shifted out should not all be discarded,
since they can potentially affect the rounding of the result. Recall that proper floating-point
addition/subtraction requires that the result match what would be obtained if the computation
were performed with infinite precision and the result rounded. In may thus appear that we
have to keep all bits that are shifted out in case left-shifting is later needed for normaliza-
tion. Keeping all the bits that are shifted out effectively doubles the width of the signifi-
cand adder.

We know from earlier discussions that the significand adder must be widened by one bit
at the left to accommodate the sign bit of its 2’s-complement inputs. It turns out that widening
the adder by 3 bits at the right is adequate for obtaining properly rounded results. Calling the
three extra bits at the right G, R, and S, for reasons to become apparent shortly, the output of the
significand adder can be represented as follows:

Adder output = (Couz120-2-12-2  * - 2-1GR8) 25— comp)
-
In the preceding equation, z; is the sign indicator, coy represents significand overflow, and the
extra bits at the right are:

G: Guard bit
R: Round bit
S: Sticky bit

We next explain the roles of the G, R, and S bits and why they are adequate for proper rounding.
The explanation is in terms of the IEEE floating-point format, but it is valid in general.

When an alignment right-shift of 1 bit is performed, G will hold the bit that is shifted out
and no precision is lost (so, G “guards” against loss of precision). For alignment right shifts of
2 bits or more, the shifted significand will have a magnitude in [0, 1/2). Since the magnitude
of the unshifted significand is in [1, 2), the difference of the aligned significands will have a
magnitude in [1/2, 2). Thus, in this latter case, the normalization left shift will be by at most one
bit, and G is still adequate to protect us against loss of precision.

In case a normalization left shift actually takes place, the “round bit” is needed for deter-
mining whether to round the resulting significand down (R = 0, discarded part < ulp/2) or up
(R = 1, discarded part > uip/2). All that remains is to establish whether the discarded part is
exactly equal to ulp/2. This information is needed in some rounding schemes, and providing it
is the role of the “sticky bit,” which is set to the logical OR of all the bits that are shifted through
it. Thus, following an alignment right shift of 7 bits, say, the sticky bit will be set to the logical
OR of the 5 bits that move past G and R. This logical ORing operation can be accommodated in
the design of the preshifter (how?).
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The effect of 1-bit normalization shifts on the rightmost few bits of the significand adder
output is as follows

Before postshifting (z) e Zogel 2| G R S
1-bit normalizing right-shift --- z ;.5 741 | 2z G RvS
1-bit normalizing left-shift ...  z_; G | R S 0
After normalization (Z) e Loy Zo | Zogy Zoyo Zy3

where the Z; are the final digit values in the various positions, after any normalizing shift has
been applied. Note that during a normalization right shift, the new value of the sticky bit is set
to the logical OR of its old value and the value of R. Given a positive normalized result Z, we
can round it to nearest even by simply dropping the extra 3 bits and:

Doing nothing ifZ, 1=000Z1=2Z_1 ,=Z7Z_;.3=0
Adding ulp =2~ otherwise

Note than no rounding is necessary in case of a multibit normalizing left shift, since full precision
is preserved in this case. Other rounding modes can be implemented similarly.

Overflow and underflow exceptions are easily detected by the exponent adjustment blocks
in Fig. 18.1. Overflow can occur only when we have a normalizing right shift, while underflow is
possible only with normalizing left shifts. Exceptions involving NaNs and invalid operations are
handled by the unpacking and packing blocks in Fig. 18.1. One remaining issue is the detection
of a zero result and encoding it as the all-zeros word. Note that detection of a zero result is
essentially a by-product of the leading zeros/ones detection discussed earlier. Determining when
the “inexact” exception must be signaled is left as an exercise.

18.4 FLOATING-POINT MULTIPLIERS

A floating-point multiplier consists of a fixed-point multiplier for the significands, plus peripheral
and support circuitry to deal with the exponents and special values (0, tc0, etc.). Figure 18.5
depicts a generic block diagram for a floating-point multiplier. The role of unpacking is exactly as
discussed for floating-point adders at the beginning of Section 18.1. Similarly, the final packing
of the result is done as for floating-point adders. The sign of the product is obtained by XORing
the signs of the two operands.

A tentative exponent is computed by adding the two biased exponents and subtracting the
bias from the sum. With the ANSI/IEEE short floating-point format, subtracting the bias of 127
can be easily accomplished by providing a carry-in of 1 into the exponent adder and subtracting
128 from the sum. This latter subtraction amounts to simply flipping the most significant bit of
the result.

The significand multiplier is the slowest and most complex part of the unit shown in Fig.
18.5. With the IEEE floating-point format, the product of the two unsigned significands, each
in the range [1, 2), will be in the range [1, 4). Thus, the result may have to be normalized by
shifting it one position to the right and incrementing the tentative exponent. Rounding the result
may necessitate another normalizing shift and exponent adjustment. When each significand has
a hidden 1 and [ fractional bits, the significand multiplier is an unsigned (! + 1) x (I + 1)
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multiplier that would normally yield a (2] + 2)-bit product. Since this full product must be
rounded to / + 1 bits at the output, it may be possible to discard the extra bits gradually as they
are produced, rather than in a single step at the end. All that is needed is to keep an extra round
bit and a sticky bit to be able to round the final result properly. Keeping a guard bit is not needed
here (why?).

To improve the speed, the incremented exponent can be precomputed and the proper value
selected once it is known whether a normalization postshift is required. Since multiplying
the significands is the most complex part of floating-point multiplication, there is ample time
for such computations. Also, rounding need not be a separate step at the end. With proper
design, it may be possible to incorporate the bulk of the rounding process in the multiplica-
tion hardware.

To see how, note that most multipliers produce the least significant half of the product earlier
than the rest of the bits. So, the bits that will be used for rounding are produced early in the
multiplication cycle. However, the need for normalization right shift becomes known at or near
the end. Since there are only two possibilities (no postshift or a right shift of 1 bit), we can devise
a stepwise rounding scheme by developing two versions of the rounded product and selecting
the correct version in the final step.

Because floating-point multiplication consists of several sequential stages or subcompu-
tations, it is quite simple and natural to pipeline it for increased throughput. Pipeline latches
can be inserted across the natural block boundaries in Fig. 18.5 as well as within the significand
multiplier if the latter is of the full-tree or array variety. Chapter 25 presents a detailed discussion
of pipelining considerations and design methods.

Floating-point operands Fig. 18.5 Block diagram of a
floating-point multiplier.
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18.5 FLOATING-POINT DIVIDERS

A floating-point divider has the same overall structure as a floating-point multiplier. Figure
18.6 is a generic block diagram for a floating-point divider. The two operands of floating-point
division are unpacked, the resulting components pass through several computation steps, and
the final result is packed into the appropriate format for output. Unpacking and packing have
the same roles here as those discussed for floating-point adders in Section 18.1 (the divide-by-0
exception is detected during unpacking). The sign of the quotient is obtained by XORing the
operand signs.

A tentative exponent is computed by subtracting the divisor’s biased exponent from the
dividend’s biased exponent and adding the bias to the difference. With the ANSIIEEE short
floating-point format, the bias of 127 must be added to the difference of the two exponents. Since
adding 128 is simpler than adding 127, we can compute the difference less one by holding ¢;, to
0 in a 2’s-complement subtraction (normally, in 2’s-complement subtraction, ¢, = 1) and then
flipping the most significant bit of the result.

The significand divider is the slowest and the most complex part of the unit shown in Fig.
18.6. With ANSV/IEEE floating-point format, the ratio of two significands in {1, 2) is in the range
(172, 2). Thus, the result may have to be normalized by shifting it one position to the left and
decrementing the tentative exponent. Rounding the result may necessitate another normalizing
shift and exponent adjustment.

Floating-point operands Fig. 18.6 Block diagram of a
‘ floating-point divider.
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Asin the case of multiplication, speed can be gained by precomputing the adjusted exponent
and selecting the proper value when the need for normalization becomes known. Since dividing
the significands is the most complex part of floating-point division, there is ample time for such
computations. Considerations for pipelining of the computations are also quite similar to those
of floating-point multiplication (see Section 18.4).

One main difference between floating-point division and multiplication is in rounding.
Since the significand divider’s output may have to be left-shifted by 1 bit for normalization,
the quotient must be developed with two extra bits that serve as the guard and round bits (see
the discussion of rounding for floating-point addition in Section 18.3). In division schemes that
produce a remainder, the final remainder is used to derive the value of the sticky bit (how?).
Then, the rounding process discussed at the end of Section 18.3 is applied. Convergence division
creates some difficulty for rounding in view of the absence of a remainder.

As was the case for fixed-point multipliers and dividers, floating-point multipliers and
dividers can share much hardware. In particular, when the significand division is performed by
one of the convergence methods discussed in Chapter 16, little additional hardware is required
to convert a floating-point multiplier into a floating-point multiply/divide unit.

18.6 LOGARITHMIC ARITHMETIC UNIT

As discussed in Section 17.6, representing numbers by their signs and base-b logarithms offers
the advantage of simple multiplication and division, inasmuch as these operations are converted
to addition and subtraction of the logarithms, respectively. In this section, we demonstrate the
algorithms and hardware needed for adding and subtracting logarithmic numbers and present
the design of a complete logarithmic arithmetic unit.

We noted, in Section 17.6, that addition and subtraction of logarithmic numbers can, in
principle, be performed by table lookup. One method of reducing the size of the required table
is via converting the two-operand (binary) operation of interest to a single-operand (unary)
operation that needs a smaller table. Consider the add/subtract operation

(Sx, Lx) £ (Sy, Ly) = (Sz, L2)
for logarithmic operands and assume x > y > O (other cases are similar). Then:
Lz =logz =log(x £ y) =log(x(1 £ y/x))
=logx +log(1 & y/x)

Note that log x is known and log(y/x) is easily computed as A = —(logx — logy). Given A,
the term

log(1 + y/x) =log(1 £log™' A)

is easily obtained by table lookup (two tables, ¢t and ¢, are needed). Hence, addition and
subtraction of logarithmic numbers can be based on the following computations:

log(x +y) =logx + ¢t (A)
log(x —y) =logx +¢7(A)
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Fig. 18.7 Arithmetic unit for a logarithmic number system.

Figure 18.7 depicts a complete arithmetic unit for logarithmic numbers. For addition and
subtraction, Lx and Ly are compared to determine which one is larger. This information is
used by the control box for properly interpreting the result of the subtraction Lx — Ly. The
reader should be able to supply the details.

The design of Fig. 18.7 assumes the use of scaling of all values by a multiplicative factor m
so that numbers between 0 and 1 are also represented with unsigned logarithms. Because of this
scaling, the logarithm of the scale factor m (or the bias L#) must be subtracted in multiplication
and added in division.

18.1 Exponent arithmetic in floating-point adder

a. Design the “Subtract exponents” block of the floating-point adder in Fig. 18.1 for
the IEEE standard 64-bit floating-point format. Assume that a 6-bit difference, plus
a “force to zero” output, is to be provided.

b. Repeat part a, this time assuming that the output difference is to be forced to 63 if
the real difference exceeds 63.

¢. Compare the designs of parts a and b and discuss.

18.2  Signlogicin floating-point adder Consider the “Sign logic” block in the floating-point
adder of Fig. 18.1.

a. Explain the role of the output from this block that is fed to the “Normalize” and
“Adjust exponent” blocks.

b. Supply acomplete logic design for this block, assuming the use of a 2’s-complement
significand adder.

18.3  Alignment preshifter Design an alignment preshifter for IEEE single-precision float-
ing-point numbers that produces a shifted output with guard, round, and sticky bits.
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Precision in floating-point adders Referring to the discussion at the beginning of
Section 18.3, why would the width of the significand adder double if we were to keep
all the bits that are shifted out during the alignment preshift? In other words, doesn’t the
presence of Os in those extra positions of the unshifted operand mean that the addition
width will not change? Of course, the same question applies when we keep only three
extra bits of precision. Do we really have to extend the adder width by 3 bits? Hint: The
answer depends on which operand is complemented.

Leading zeros/ones counter

a. Design a ripple-type leading zeros/ones counter for the normalization stage of
floating-point addition and derive its worst-case delay. Is this a viable design?

b. Show that the problem of leading zeros/ones detection can be converted to parallel
prefix logical AND.

¢. Using the result of part b, design a logarithmic time, leading zeros/ones counter.

Leading zeros/ones counter

a. Use a PLA to design an 8-input leading zeros/ones counter with the following
specifications: eight data inputs, two control inputs, three address (index) outputs,
and one “all-zeros/ones” output. One of the control inputs specifies whether leading
0s or leading 1s should be counted. The other control input turns the tristate drivers
of the address outputs on or off, thus allowing the address outputs of several modules
to be tied together. The tristate drivers are also turned off when the “all-zeros/ones”
output is asserted.

b. Show how two leading zeros/ones counters of the type described in part a can be
cascaded to form a 16-bit leading zeros/ones counter.

¢. Can the cascading scheme of part b be extended to wider inputs (say 24 or 32 bits)?

Leading zeros/ones prediction Extend the results concerning leading zeros/ones pre-
diction, presented at the end of Section 18.2, to unnormalized inputs. Hint: Consider
three separate cases of positive inputs, negative inputs, and inputs with unlike signs.

Rounding in floating-point operations

a. Extend the round-to-nearest-even procedure for a positive value, given near the end
of Section 18.3, to a 2’s-complement result Z.

b. Occasionally, when performing double-precision arithmetic, we would like to be
able to specify that the result be rounded as if it were a single-precision number,
with the single-rounded result then output in double-precision format. Why might
such an option be useful, and how can it be implemented?

c. Show how the guard, round, and sticky bits can be used when an “inexact” exception
is to be indicated following the rounding process.

Rounding in floating-point operations Given that an intermediate 2’s-complement
result for a floating-point operation with guard, round, and sticky bits is at hand, describe
how each of the following rounding schemes can be implemented:

a. Round toward 0.
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18.10

18.11

18.12

18.13

18.14

18.15

18.16

b. Round toward 4o0.
¢. Round toward —oc.
d. R* rounding (see Fig. 17.9).

Floating-point multipliers In multiplying the significands of two floating-point num-
bers, the lower half of the fractional part is not needed, except to properly round the
upper half. Discuss whether, and if so, how, this can lead to simplified hardware for
the significand multiplier. Note that the significand multiplier can have various designs
(tree, array, built of AMMs, etc.).

Floating-point multiply-add unit In many computation-intensive applications, a sig-
nificant fraction of floating-point multiplications are immediately followed by a floating-
point addition. This justifies additional investment in hardware to build a floating-point
multiply-add unit.

a. Sketch the design of such a unit. Then, enumerate, and discuss, the main sources of
speedup over cascaded multiply and add operations.

b. Extend your discussion to a multiply-add unit that is optimized for inner-product
computations. The unit allows several products to be computed in sequence, while
maintaining a running sum of greater precision. This approach allows the rounding
step to be postponed to the very end of the inner product computation.

Rounding in floating-point division

a.  Explain how the sticky bit needed for properly rounding the quotient of floating-
point division is derived from the final remainder.

b.  Explain how a properly rounded result might be derived with convergence division.

On-the-fly rounding in division To avoid a carry-propagate addition in rounding
the quotient of floating-point division, one can combine the rounding process with
the on-the-fly conversion of the quotient digits from redundant to conventional binary
format [Erce92]. Outline the algorithm and hardware requirements for such an on-the-fly
rounding scheme.

Floating-point operations on denormals Based on what you have learned about
floating-point add/subtract, multiply, and divide units in this chapter, briefly discuss
design complications if denormalized numbers of the IEEE floating-point format were
to be accepted as inputs and produced as output.

Logarithmic arithmetic Consider a 16-bit sign-and-logarithm number system, using
k = 6 whole and I = 9 fractional bits for the logarithm. Assume that the logarithm base
is 2 and that 2’s-complement representation is used for negative logarithms.

a. Find the representations of x = 2.5 and y = 3.7 in this number system.

b. What is the required ROM size for the arithmetic unit of Fig. 18.7?

¢. Do the operations x 4 y and x — y, supplying the needed table entries ¢* and ¢~

Flexible floating-point processor Consider a 64-bit floating-point number representa-
tion format where the sign bit is followed by a 5-bit “exponent width” field. This field
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specifies the exponent field as being 0-31 bits wide, the remaining 27-58 bits being a
fractional significand with no hidden 1. Do not worry about special values such as 00
or NaN.

ap T

Enumerate the advantages and possible drawbacks of this format.
Outline the design of a floating-point adder to add two numbers in this format.
Draw a block diagram of a multiplier for flexible floating-point numbers.

Briefly discuss any complication in the design of a divider for flexible floating-point
numbers.

18.17 Double rounding Consider the multiplication of two-digit, single-precision decimal
values .34 and .78, yielding .2652. If we round this exact result to an internal three-digit,
extended-precision format, we get .265, which when subsequently rounded to single
precision by means of round-to-nearest-even, yields .26. However, if the exact result
were directly rounded to single precision, it would yield .27.

a.

b.

Can double rounding lead to a similar problem if we always round up the halfway
cases instead of applying round-to-nearest-even?

Prove that for floating-point operands x and y with p-bit significands, if x + y is
rounded to p’ bits of precision (p’ > 2p + 2), a second rounding to p bits of
precision will yield the same result as direct rounding of the exact sum to p bits.

Show that the claim of part b also holds for multiplication, division, and square-
rooting.

Discuss the implications of the preceding results for converting the results of double-
precision IEEE floating-point arithmetic to single precision.

18.18 Rounding in ternary arithmetic If we had ternary as opposed to binary computers,
radix-3 arithmetic would be in common use today. Discuss the effects of this change on
rounding in floating-point arithmetic.
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Chapter
19 |ERRORS AND ERROR

CONTROL

Machine arithmetic is inexact in two ways. First, many numbers of interest,

such as +/2 or 7, do not have exact representations. Second, floating-point
operations, even when performed on exactly representable numbers, may
lead to errors in the results. It is essential for arithemetic designers and serious
computer users to understand the nature and extent of such errors, as well
as how they can lead to results that are counterintuitive and, occasionally,
totally invalid. Chapter topics include:

19.1 Sources of Computational Errors

19.2 Invalidated Laws of Algebra

19.3 Worst-Case Error Accumulation

19.4 Error Distribution and Expected Errors
19.5 Forward Error Analysis

19.6 Backward Error Analysis

19.1 SOURCES OF COMPUTATIONAL ERRORS

Integer arithmetic is exact and all integer results can be trusted to be correct as long as overflow
does not occur (assuming, of course, that the hardware was designed and built correctly and
has not since failed; flaw- and fault-induced errors are dealt with in Chapter 27). Floating-point
arithmetic, on the other hand, only approximates exact computations with real numbers. There
are two sources of errors: (1) representation errors and (2) arithmetic errors.

Representation errors occur because many real numbers do not have exact machine rep-
resentations. Examples include 1/3, /2, and 7. Arithmetic errors, on the other hand, occur
because some results are inherently inexact or need more bits for exact representation than are
available. For example, a given exact operand may not have a finitely representable square root
and multiplication produces a double-width result that must be rounded to single-width format.

Thus, familiarity with representation and arithmetic errors, as well as their propagation and
accumulation in the course of computations, is important for the design of arithmetic algorithms
and their realizations in hardware, firmware, or software. Example 19.1 illustrates the effect of
representation and computation errors in floating-point arithmetic.

313
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| Example 19.1 Consider the decimal computation 1/99 —1/100, using a decimal
floating-point format with a four-digit significand in [1, 10) and a single-digit signed
exponent. Given that both 99 and 100 have exact representations in the given format,
the floating-point divider will compute 1/99 and 1/100 accurately to within the machine
precision:

x =1/99 ~1.010x 107>  error ~ 10~ or 0.01%
y =1/100 = 1.000 x 1072 error =0

The precise result is 1/9900, with its floating-point representation 1.010 x 10~ con-
taining an approximate error of 1078 or 0.01%. However, the floating-point subtraction
Z = x—yg y yields the result

z=1.010 x 1072 — 1.000 x 1072 = 1.000 x 1074

which has a much larger error of around 107° or 1%.

A floating-point number representation system may be characterized by a radix r (which
we assume to be the same as the exponent base b), a precision p in terms of radix-r digits, and
an approximation or “rounding” scheme A. We symbolize such a floating-point system as

FLP(r, p, A)

where A € {chop, round, rtne, chop(g), . . . }; “rtne” stands for “round to nearest even” and
chop(g) for a chopping method with g guard digits kept in all intermediate steps. Rounding
schemes were discussed in Section 17.5.

Let x = r®s be an unsigned real number, normalized such that 1/r < s < 1, and Xp be its
representation in FLP(r, p, A). Then

xp =rsp = (1 +n)x

where

is the relative representation error. One can establish bounds on the value of 7:

A = chop —ulp <sp—s5<0 rxulp<n<0
A = round ulp/2 < sgp—s <ulp/2 Il <r xulp/2

where ulp = r~P. We note that the worst-case relative representation error increases linearly
with r; the larger the value of r, the larger the worst-case relative error n and the greater its
variations. As an example, for FLP(r = 16, p = 6, chop), we have || < 1675 = 272°. Such a
floating-point system uses a 24-bit fractional significand. To achieve the same bound for |n] in
FLP(r = 2, p, chop), we need p = 21.

Arithmetic in FLP(r, p, A) assumes that an infinite precision result is obtained and then
chopped, rounded, . . ., to the available precision. Some real machines approximate this process
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by keeping g > 0 guard digits, thus doing arithmetic in FLP(r, p, chop(g)). In either case, the
result of a floating-point arithmetic operation is obtained with a relative error that is bounded
by some constant 1, which depends on the parameters r and p and the approximation scheme A.
Consider multiplication, division, addition, and subtraction of the positive operands

xp = (1 +0)x and yp, = a4y

with relative representation errors ¢ and , respectively, in FLP(r, p, A). Note that the relative
errors o and T can be positive or negative.
For the multiplication operation x x y, we can write

xtp Xfp Yip = (1 +mxpyp = (1 +m(L +0)(1 +0)xy
=(+n+o+1t+n0+nt+ot+noT)xy
~(1+n+o+1)xy

where the last expression is obtained by ignoring second- and third-order error terms. We see
that in multiplication, relative errors add up in the worst case.
Similarly, for the division operation x/y, we have:

A+mxp A+ n(1+o)x
Yip (I+71)y

— (A +m1+o)1 -1 +tHA+TH0) ;

Xfp /fp Yp =

b
~(l+n+o-—-1) =
y

So, relative errors add up in division just as they do in multiplication.
Now, let’s consider the addition operation x + y:

xtp+ip yip = L+ M +yp) = A +nx +ox+y+7Y)
- [(1+n) (l+m)](x+y)
xX+y

Since |ox + ty| < max(|o|, |t|)(x + y), the magnitude of the worst-case relative error in the
computed sum is upper-bounded by || 4+ max(|o}|, |T]).
Finally, for the subtraction operation x — y, we have:

xtp —tp ¥p = (L+m ey — yip) = 1 +Mx +0ox —y—71y)

=[(1+n><l+ff;’—y)]<x—y)
x—y

Unfortunately, (o x —ty)/(x — y) can be very large if x and y are both large but x — y is relatively
small (recall that T can be negative). The arithmetic error n is also unbounded for subtraction
without guard digits, as we will see shortly. Thus, unlike the three preceding operations, no
bound can be placed on the relative error when numbers with like signs are being subtracted
(or numbers with different signs are added). This situation is known as cancellation or loss of
significance.

The part of the problem that is due to 7 being large can be fixed by using guard digits, as
suggested by the following result.
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THEOREM 19.1 InFLP(r, p, chop(g)) with g > 1 and —x < y < 0 < x, we have:

x4+ y= I+ +y) with —r P <y < ,-P-8t2

COROLLARY: InFLP(r, p, chop(1))

X4y =1+ +y) with || < r—#+!

So, asingle guard digit is sufficient to make the relative arithmetic error in floating-point addition
or subtraction comparable to the representation error with truncation.

B Example 19.2 Consider a decimal floating-point number system (r = 10) with
p = 6 and no guard digit. The exact operands x and y are shown below along with
their floating-point representations in the given system:

x=0.100000000 x 10°  xg = .100000 x 10
= —0.999 999 456 x 10> yp, = —.999 999 x 10>

Then, x + y = 0.544 x 10~* and xg, + yg, = 10~%, but:

Xt +p Yip = .100 000 x 10% —g, .099 999 x 10° = .100 000 x 10~>

The relative error of the result is thus [1073 — (0.544 x 10~4)]/(0.544 x 10~%) ~ 17.38:
that is, the result is 1738% larger than the correct sum! With 1 guard digit, we get:

Xp +p Y = -100 000 0 x 10° —p, .099 999 9 x 10 = .100 000 x 1073

The result still has a large relative error of 80.5% compared to the exact sum x -+ y;
but the error is 0% with respect to the correct sum of xgp and yg, (i.e., what we were
given to work with).

19.2 INVALIDATED LAWS OF ALGEBRA

Many laws of algebra do not hold for floating-point arithmetic (some don’t even hold approx-
imately). Such areas of inapplicability can be a source of confusion and incompatibility. For
example, take the associative law of addition:
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a+b+c)=(@+b)+c

If the associative law of addition does not hold, as we will see shortly, then an optimizing
compiler that changes the order of operations in an attempt to reduce the delays resulting from
data dependencies may inadvertently change the result of the computation.

The following example shows that the associative law of addition does not hold for floating-
point computations, even in an approximate sense:

4=012341 x 105 b= —0.12340 x 10° ¢ =0.14321 x 10!

atgp (B4 ©) = (012341 x 10%) 45 [(=0.12340 x 10°) +, (0.14321 x 10M]
— (0.123 41 x 10%) —g (0.123 39 x 10%) = 0.200 00 x 10'

(@+gp b) +ip ¢ =[(0.12341 x 10°) — (0.12340 x 10%)] +p (0.14321 x 10"
= (0.100 00 x 10") +¢, (0.143 21 x 10") = 0.243 21 x 10’

The two results 0.200 00 x 10! and 0.243 21 x 10! differ by about 20%. So the associative
law of addition does not hold.

One way of dealing with the preceding problem is to use unnormalized arithmetic. With
unnormalized arithmetic, intermediate results are kept in their original form (except as needed to
avoid overflow). So normalizing left shifts are not performed. Let us redo the two computations
using unnormalized arithmetic:

a+p (b+p ©) =(0.12341 x 10°) +¢ [(—0.12340 x 10%) +¢, (0.14321 x 101)]
= (0.123 41 x 10%) —g (0.123 39 x 10%) = 0.000 02 x 10°

@+ b) +rp ¢ = [(0.12341 x 10%) —, (0.12340 x 10°)] +5p (0.14321 x 10"
— (0.000 01 x 10%) +5 (0.143 21 x 10) = 0.00002 x 10°

Not only are the two results the same but they carry with them a kind of warning about the
extent of potential error in the result. In other words, here we know that our result is correct
to only one significant digit, whereas the earlier result (0.24321 x 10') conveys five digits of
accuracy without actually possessing it. Of course the results will not be identical in all cases (i.e.,
the associative law still does not hold), but the user is warned about potential loss of significance.

The preceding example, with normalized arithmetic and two guard digits, becomes:

i 41, (b+gp ©) = (0.12341 x 10%) + [(—0.12340 x 10°) +yp (0.143 21 x 10H]
— (012341 x 10%) —p (0.1233857 x 10°) = 0.243 00 x 10'

@+ b) +ip ¢ = [(0.12341 x 10%) —, 0.12340 x 10°)] 4 (0.14321 x 10
— (0.100 00 x 10') +¢ (0.143 21 x 10) = 0.243 21 x 10'

The difference has now been reduced to about 0.1%; the error is much better but still too high
to be acceptable in practice.

Using more guard digits will improve the situation but the laws of algebra still cannot be
assumed to hold in floating-point arithmetic. Here are some other laws of algebra that do not
hold in floating-point arithmetic:
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Associative law of multiplication ax((bxc)=(axb)xc
Cancellation law (for a > 0) axb=axcimpliesbh =c
Distributive law axb+c)=(axb)+(axc)
Multiplication canceling division ax((bj/a)y=»b

Before the ANSI/IEEE floating-point standard became available and widely adopted, the pre-
ceding problem was exacerbated by different ranges and precisions in the floating-point repre-
sentation formats of various computers. Now, with standard representation, one of the sources
of difficulties has been removed, but the fundamental problems persist.

Because laws of algebra do not hold for floating-point computations, it is desirable to
determine, if possible, which of several algebraically equivalent computations yields the most
accurate result. Even though no general procedure exists for selecting the best alternative,
numerous empirical and theoretical results have been developed over the years that help us
in organizing or rearranging the computation steps to improve the accuracy of the results. We
present two examples that are indicative of the methods used. Additional examples can be found
in the problems at the end of the chapter.

B Example 19.3 The formula x = —b + d, with d = /b? — ¢, yields the two
roots of the quadratic equation x? + 2bx + ¢ = 0. The formula can be rewritten as
X = —c/(b +d). When b >> ¢, the value of d is close to [b]. Thus, if b > 0, the
first formula results in cancellation or loss of significance in computing the first root
(—b + d), whereas no such cancellation occurs with the second formula. The second
root (—b — d), however, is more accurately computed based on the first formula. The
roles of the two formulas are reversed for » < 0.

o Example 19.4 The area of a triangle with sides of length a, b, and ¢ is given by
the formula A = /s(s —a)(s — b)(s — ¢), where s = (a + b + ¢)/2. For ease of
discussion, leta > b > c. When the triangle is very flat, such that a ~ b + ¢, we have
§ & a and the term s — a in the preceding formula causes precision loss. The following
version of the formula, attributed to W. Kahan [Gold91], returns accurate results, even
for flat triangles:

Ao Va+ G+ lc=—a=b)c+@—ba~+® —¢))
4

19.3 WORST-CASE ERROR ACCUMULATION

In a sequence of computations, arithmetic or round-off errors may accumulate. The larger the
number of cascaded computation steps (that depend on results from earlier steps), the greater the
chance for, and the magnitude of, accumulated errors. With rounding, errors of opposite signs
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tend to cancel each other out in the long run, thus leading to smaller average error in the final
result. Yet one cannot count on such cancellations.
For example, in computing the inner product

1023

z=Y x@y®
i=0

if each multiply-add step introduces an absolute error of ulp/2 + ulp/2 = ulp, the total
absolute error will be 1024 ulp in the worst case. This is equivalent to losing 10 bits of
precision. As for the relative error, the situation may be worse. This is because in comput-
ing the sum of signed values, cancellations, or loss of precision, can occur in one or more
intermediate steps.

The kind of worst-case analysis carried out for the preceding example is very rough, and
its results are expressed in terms of the number of significant digits in the computation results.
When cascading of computations lead to the worst-case accumulation of an absolute error of m
ulp, the effect is equivalent to losing log, m bits of precision.

For our inner-product example, if we begin with 24 bits of precision, say, the result is only
guaranteed to have 24 — 10 = 14 significant digits. For more complicated computations, the
worth of such a worst-case estimate decreases (the analysis might indicate that the result has no
significant digit remaining).

An obvious cure for our inner-product example is to keep the double-width products in their
entirety and add them to compute a double-width result, which is then rounded to single-width
at the very last step. Now, the multiplications do not introduce any round-off error and each
addition introduces a worst-case absolute error of ulp?/2. Thus, the total error is bounded by
1024 x ulp? /2 (or n x ulp? /2 when n product terms are involved). Therefore, provided overflow
is not a problem, a highly accurate result is obtained. In fact, if n is smaller than r? = 1/ulp,
the result can be guaranteed accurate to within ulp (error of n x ul p?/2 < ulp/2 as described
above, plus ulp/2 for the final rounding). This is as good as one would get with infinitely precise
computation and final truncation.

The preceding discussion explains the need for performing the intermediate computations
with a higher precision than is required in the final result. Carrying more precision in intermediate
results is in fact very common in practice; even inexpensive calculators use several “guard digits”
to protect against serious error accumulation (see Section 1.2). The IEEE floating-point standard
defines extended formats associated with single- and double-precision numbers (see Section
17.2) for precisely this reason. Virtually all digital signal processors, which are essentially mi-
croprocessor chips designed with the goal of efficiently performing the computations commonly
required in signal processing applications, have the built-in capability to compute inner products
with very high precision (see Section 28.4).

Clearly, reducing the number of cascaded arithmetic operations counteracts the effect of
error accumulation. So, using computationally more efficient algorithms has the double benefit
of reducing both execution time and accumulated errors. However, in some cases, simplifying
the arithmetic leads to problems elsewhere. A good example is found in numerical computations
whose inherent accuracy is a function of a step size or grid resolution (numerical integration is
a case in point). Since a smaller step size or finer grid leads to more computation steps, and thus
greater accumulation of round-off errors, there may be an optimal choice that yields the best
result with regard to the worst-case total error.

Since summation of a large number of terms is a frequent cause of error accumulation
in software floating-point computations, Kahan’s summation algorithm or formula is worth
mentioning here. To compute s = Y 7y x, proceed as follows (justifying this algorithm is
left as an exercise):
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s <« x©
c<«0 {c is a correction term}
fori=1ton—1do
y«—x®D_¢ {subtract correction term}
Z<s+y
¢ < (z—s)—y {find next correction term}
s <z

endfor

19.4 ERROR DISTRIBUTION AND EXPECTED ERRORS

Analyzing worst-case errors and their accumulation (as was done in Section 19.3) is an overly
pessimistic approach, but it is necessary if guarantees are to be provided for the precision of
the results. From a practical standpoint, however, the distribution of errors and their expected
values may be more important. In this section, we review some results concerning average
representation errors with chopping and rounding.

Denoting the magnitude of the worst-case or maximum relative representation error by
MRRE, we recall that in Section 19.1 we established:

MRRE(FLP(r, p, chop)) = r !
Fp+l

MRRE(FLP(r, p, round)) = 5

In the analysis of the magnitude of average relative representation error (ARRE), we limit our
attention to positive significands and begin by defining:

1
—x| d
ARRE(FLP(r, p, A)) = / Pip = x| dx_
1r X xInr

where “In” stands for the natural logarithm (log,) and |xg, — x| /x is the magnitude of the relative
representation error for x. Multiplying this relative error by the probability density function 1/(x
In r) is a consequence of the logarithmic law for the distribution of normalized significands
[Tsa074]. Recall that a density function must be integrated to obtain the cumulative distribution
function, prob(e < z), and that the area underneath it is 1.

Figure 19.1 plots the probability density function 1/(x In r) for = 2. The density function
1/(x In r) essentially tells us that the probability of having a significand value in the range
[x, x +dx] is dx/(x In r), thus leading to the integral above for the average relative representation
error. Note that smaller significand values are more probable than larger values.

For a first-cut approximate analysis, we can take |xt, — x| to be equal to 7 /2 for FLP(r,
p>chop) and r~? /4 for FLP(, p, round): that is, half of the respective maximum absolute errors.
Then the definite integral defining ARRE can be evaluated to yield the expected errors in the
two cases:
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3 Fig. 19.1 Probability density
function for the distribution of
normalized significands in
FLP(r = 2, p, A).

, \\

1 " ‘-—-________~_
xIn2
1
0
1/2 3/4 1
Significand x
Drhodx (g =Dr?
r X r r
ARRE(FLP(r, p, chop)) ~ — =
( (r, p, chop)) /;/, 2x xInr 2Inr
— 1P
ARRE(FLP(r, p. round)) ~ & — "
4Inr

More detailed analyses can be carried out to derive probability density functions for the relative
error |xgp — x|/x with various rounding schemes, which are then integrated to provide accurate
estimates for the expected errors.

One such study [Tsao74] has yielded the following probability density functions for the
relative error ¢ being equal to z with chopping and rounding:

=l 1
r v—o l(r ) forO0<z<r™?
pdfenop(z) = 1/ _n ,r-pfl '
LT forrP <z <Pt
Inr
p—1l¢,. 1 4
r_#__) for |z| < rT
_ nr
Plomt® = @y =t e e
S for —
Inr 2 ~F 2

Note the uniform distribution of the relative error at the low end and the reciprocal distri-
bution for larger values of the relative error z. From the preceding probability density functions,
the expected error can be easily derived:

pptl

— =P
ARRE(FLP(r, p, chop)) = f [pdfenop (2)]z dz = (r=Dr?
0

2Inr

et r—Dr? 1
ARRE(FLP(r, p, round)) = / [pdfroumd (D)2 dz2 = ——— <1 + 7)
—rpt1)2 41nr r

We thus see that the more rigorous analysis yields the same result as the approximate analysis
in the case of chopping and a somewhat larger average error for rounding. In particular, forr = 2,
the expected error of rounding is 3/4 (not 1/2, as the worst-case values and the approximate
analysis indicate) that of chopping. These results are in good agreement with experimental results.
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19.5 FORWARD ERROR ANALYSIS

Consider the simple computation y = ax + b and its floating-point version:

Yip = (@ X6p ¥p) +p Pip

Assuming that yg, = (1 + 1)y and given the relative errors in the input operands ag,, by, and xip
can we establish any useful bound on the magnitude of the relative error 7 in the computation
result? The answer is that we cannot establish a bound on 7 in general, but we may be able to do
it with specific constraints on the input operand ranges. The reason for the impossibility of error-
bounding in general is that if the two numbers afp Xfp Xfp and by, are comparable in magnitude
but different in sign, loss of significance may occur in the final addition, making the result quite
sensitive to even small errors in the inputs. Example 19.2 of Section 19.1 illustrates this point.

Estimating or bounding 7, the relative error in the computation result, is known as “forward
error analysis™: that is, finding out how far Yfp can be from ax + b, or at least from agpXtp + brp,
in the worst case. In the remainder of this section, we briefly review four methods for forward
error analysis.

a. Automatic error analysis

For an arithmetic-intensive computation whose accuracy is suspect, one might run selected test
cases with higher precision and observe the differences between the new, more precise, results
and the original ones. If the computation under study is single precision, for example, one might
use double-precision arithmetic, or execute on a multiprecision software package in lieu of
double precision. If test cases are selected carefully and the differences resulting from automatic
error analysis turn out to be insignificant, the computation is probably safe, although nothing
can be guaranteed.

b. Significance arithmetic

Roughly speaking, significance arithmetic is the same as unnormalized floating-point arithmetic,
although there are some fine distinctions [Ashe39], [Metr63]. By not normalizing the intermedi-
ate computation results, except as needed to correct a significand spill, we at Jeast get a warning
when precision is lost. For example, the result of the unnormalized decimal addition

(:1234 x 10%) +¢, (.0000 x 10'%) = .0000 x 10'°

tells us that precision has been lost. Had we normalized the second intermediate result to true
zero, we would have arrived at the misleading answer .1234 x 105. The former answer gives us
a much better feel for the potential errors.

Note that if 0.0000 x 10'° is a rounded intermediate decimal result, its infinitely precise
version can be any value in [—0.5 x 10%,0.5 x 108]. Thus, the true magnitude of the second
operand can be several times larger than that of the first operand. Normalization would hide this
information.

c. Noisy-mode computation

In noisy-mode computation, (pseudo)random digits, rather than Os, are inserted during left shifts
that are performed for normalization of floating-point results. Noisy-mode computation can be
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either performed with special hardware support or programmed; in the latter case, significant
software overhead is involved.

If several runs of the computation in noisy mode produce comparable results, loss of
significance is probably not serious enough to cause problems. This is true because in various
runs, different digits will be inserted during each normalization postshift. Getting comparable
results from these runs is an indication that the computation is more or less insensitive to the
random digits, and thus to the original digits that were lost as a result of cancellation or alignment
right shifts.

d. Interval arithmetic

One can represent real values by intervals: an interval [x,, xp;] representing the real value x
means that xj, < x < xp;. S0, xj, and xy; are lower and upper bounds on the true value of x. To
find z = x/y, say, we compute

(210, 2nil = [X10/Vep Yhis Xni/ afp Yio] — assuming xio, Xni, Yio, Yhi > 0

with downward-directed rounding used in the first division (/vsp), and upward-directed rounding
in the second one (/ asp), to ensure that the interval [z),, zp;] truly bounds the value of z.

Interval arithmetic [Moor66], [ Alef83] is one the earliest methods for the automatic tracking
of computational errors. It is quite intuitive, efficient, and theoretically appealing. Unfortunately,
however, the intervals obtained in the course of long computations tend to widen until, after many
steps, they become so wide as to be virtually worthless. Note that the span, zy;—z10, of an interval is
an indicator of the precision in the final result. So, an interval such as [.8365 x 1073, .2093 x 10~?]
tells us little about the correct result. '

It is sometimes possible to reformulate a computation to make the resulting output intervals
narrower. Multiple computations also may help. If, using two different computation schemes
(e.g., different formulas, as in Examples 19.3 and 19.4 at the end of Section 19.2) and find
the intervals containing the result to be [u,, up;] and [vy, vy], We can use the potentially
narrower interval

[wio, whi] = [Max (uio, Vio), Min(Uni, Vni)l

for continuing the computation or for output. We revisit interval arithmetic in Section 20.5 in
connection with certifiable arithmetic computations.

19.6 BACKWARD ERROR ANALYSIS

In the absence of a general formula to bound the relative error n = (yg — y)/y of the computation
Yep = (agp Xfp Xfp) +p brp, alternative methods of error analysis may be sought. Backward error
analysis replaces the original question

How much does the result y;, deviate from the correct result y?

with another question:

What changes in the inputs would produce the same deviation in the result?
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In other words, if the exact identity ys, = @auXan + bai holds for alternate input pa-
rameter values daay, bar, and x,, we want to find out how far auy, bay, and x,; can be from
agp, brp, and xg,. Thus, computation errors are, in effect, converted or compared to additional
input errors.

We can easily accomplish this goal for our example computation y = (@ x x) + b:

Yip = (agp Xgp Xgp) +p bep
=(1+ M)[(afp Xfp Xfp) +bfp] with || < r P =r x ulp
= (1+ w)[(1 + v)agxe + b with|v| < r P = r x ulp
=1+ wagp (1 + v)xp + (1 + wbg
=(1+w(d+o)a(l+v)d+8&)x+A+w(A+y)b
~(l+o+uwa(l+8+vx+A+y+wub

So the approximate solution of the original problem is viewed as the exact solution of a problem
close to the original one (i.e., with each input having an additional relative error of u or v).
According to the preceding analysis, we can assure the user that the effect of arithmetic errors
on the result yg, is no more severe than that of » x ulp additional error in each of the inputs a,
b, and x. If the inputs are not precise to this level anyway, then arithmetic errors should not be
a concern.

More generally, we do the computation yg, = ffp (xf(;) s xf(g ), cee, xf(; ) ), where the subscripts
“fp” indicate approximate operands and computation. Instead of trying to characterize the
difference between y (the exact result) and yg, (the result obtained), we try to characterize

the difference between xf(;) and xéit) such that the identity yp, = f (xillt), x;lzt), SR xiﬂ)) holds
exactly, with f being the exact computation. When it is applicable, this method is very powerful

and useful.

19.1 Representation errors In Section 19.1, the maximum relative representation error was
related to ulp using the assumption 1/r < s < 1. Repeat the analysis, this time assuming
1 <s < r (as in IEEE floating-point standard format, e.g.). Explain your results.

19.2  Variations in rounding

a. Show that in FLP(r, p, A) with even r, choosing round-to-nearest-even for r/2 odd,
and round-to-nearest-odd for r/2 even, can reduce the errors. Hint: Successively
round the decimal fraction 4.4445, each time removing one digit [Knut81].

b. What about FLP(r, p, A) with an odd radix r?

19.3  Addition errors with guard digits

a. Prove Theorem 19.1, given near the end of Section 19.1.
b. Is the error derived in Example 19.1 of Section 19.1 consistent with Theorem 19.1?
Redo the computation of Example 19.2 in Section 19.1 with two guard digits.

Is it beneficial to have more than one guard digit as far as the worst-case error in
floating-point addition is concerned?
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Errors with guard digits

a. Show that in FLP(r, p, chop) with no guard digit, the relative error in addition or
subtraction of exactly represented numbers can be as large as r — 1.

b. Show that if x — y is computed with one guard digit and y/2 < x < 2y, the result
is exact.

¢. Modify Example 19.2 of Section 19.1 such that the relative arithmetic error is as
close as possible to the bound given in the corollary to Theorem 19.1.

Optimal exponent base in a floating-point system Consider two floating-point sys-
tems, FLP(r = 2¢, p, A) and FLP(r = 2%, g, A), comparable ranges, and the same total
number w of bits.

a. Derive arelationship between a, b, p, and g. Hint: Assume that x and y bits are used
for the exponent parts and use the identity x +ap =y +bg = w — 1.

b. Using the relationship of part a, show that FLP(r = 2, p, A) provides the low-
est worst-case relative representation error among all floating-point systems with
comparable ranges and power-of-2 radices.

Laws of algebra In Section 19.2, examples were given to show that the associative law
of addition may be violated in floating-point arithmetic. Provide examples that show the
violation of the other laws of algebra listed in Section 19.2.

Laws of algebra for inequalities

a. Show that with floating-point arithmetic, if a < b, then a +¢ ¢ < b +, ¢ holds for
all c; that is, adding the same value to both sides of a strict inequality cannot affect
its direction but may change the strict “<” relationship to “<.”

b. Showthatifa < bandc < d,thena +gc < b+ d.
¢. Showthatifc > Oanda < b,thena xgc < b Xgc.

Equivalent computations Evaluating expressions of the form (1+g)", where g << 1,
is quite common in financial calculations. For example, g might be the daily interest
rate (0.06/365 ~ 0.000 164 383 6 with a 6% annual rate) for a savings account that
compounds interest daily. In calculating 1 +5 g, many bits of g are lost as a result
of the alignment right shift. This error is then amplified when the result is raised to
a large power n. The preceding expression can be rewritten as " '(1+8). Even if an
accurate natural logarithm function LN is available such that LN(x) is within ulp/2
of In x, our problem is still not quite solved since LN(1 4+ g) may not be close to
In(1 + g). Show that, for g << 1, computing In(1 + g) as g when 1 +4, g = g and as
(g i LN(1 45 €)1/ [(1 +5 &) —5p 11when 1+ g # 1 provides good relative error.

Equivalent computations Assume that x and y are numbers in FLP(#, p, chop(g)),
g=> 1

a. Show that the midpoint of the interval [x, y], obtained from (x +¢, y)/g 2 may not
be within the interval but that x +5 ((y —g X)/gp 2) always is.

b. Show that the relative error in the floating-point calculation (x xg, x) —g (¥ Xgp ¥)
can be quite large but that (x —g, ¥) Xg, (x 45, ¥) yields good relative error.
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19.10

19.11

19.12

19.13

19.14

19.15

C.

Assume that the library program SQRT has good relative error. Show that calculating
1—g SQRT(1 —5 x) may lead to bad worst-case relative error but that x /g [1 +
SQRT(1 —¢, x)]is safe.

Errors in radix conversion

a.

Show that when a binary single-precision IEEE floating-point number is converted
to the closest eight-digit decimal number, the original binary number may not be
uniquely recoverable from the resulting decimal version.

Would nine decimal digits be adequate to remedy the problem stated in part a? Fully
justify your answer.

Kahan’s summation algorithm

a.

b.

Apply Kahan’s summation algorithm, presented at the end of Section 19.3, to the
example computations in Section 19.2 showing that the associative law of addition
does not hold in floating-point arithmetic. Explain the results obtained.

Provide an intuitive justification for the use of the correction term ¢ in Kahan’s
summation algorithm.

Distribution of significand values

a.
b.

Verify that Fig. 19.1 does in fact represent a probability density function.

Find the average value of a normalized binary significand x based on Fig. 19.1 and
comment on the result.

Error distribution and expected errors

a.

b.

Verify that pdf pep(z) and pdfiguna(z), introduced near the end of Section 19.4, do in
fact represent probability density functions.

Verify that the probability density functions of part a lead to the ARRE values
derived near the end of Section 19.4.

Provide an intuitive explanation for the expected error in rounding being somewhat
more than half that of truncation.

Noisy-mode computation Perform the computation (a +¢ b) +g ¢, where a =
12341 x 10°,b = —.123 40 x 10°, and ¢ = .143 21 x 10! four times in noisy mode,
using pseudorandom digits during normalization left shifts. Compare and discuss the
results.

Interval arithmetic You are given the decimal floating-point numbers x = .100 x 10°
and y = —.555 x 1071,

a.

b.

Use interval arithmetic to compute the mean of x and y via the arithmetic expression
x+5 /e 2.

Repeat part a, this time using the arithmetic expression x +5 [(y —f %)/ 2].
Combine the results of parts a and b into a more precise resulting interval. Discuss
the result.

Repeat parts a, b, and ¢ with the equivalent computations (x X X) —g (¥ Xgp ¥)
and (x —g y) Xgp (X +5 ).
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Repeat parts a, b, and ¢ with the equivalent computations 1 —g SQRT(1 —g x)
and x /g [1 4+ SQRT(1 —g, x)], assuming that the library program SQRT provides
precisely rounded results.

19.16 Backward error analysis An (n — 1)th-degree polynomial in x, with the coefficient of
the ith-degree term denoted as ¢, is evaluated with at least one guard digit by using
Horner’s rule (i.e., n computation steps, each involving a floating-point multiplication
by x followed by a floating-point addition). Using backward error analysis, show that
this procedure, has allowed us to compute a polynomial with coefficients (1 + 7@)c®,
and find a bound for #?. Then, show that if ¢ > 0 for all / and x > 0, a useful bound
can be placed on the relative error of the final result.

19.17 Computational errors

a. Armed with what you have learned from this chapter, reexamine the sources of
computation errors in Problem 1.1 of Chapter 1. Describe your findings using the
terminology introduced in this chapter.

b. Repeat part a for Problem 1.2.

¢. Repeat part a for Problem 1.3.
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Chapter

20

PRECISE AND CERTIFIABLE
ARITHMETIC

In certain application contexts, where wrong answers might jeopardize oper-
ational safety, or even endanger human lives, all system functions must be cer-
tifiable. In the case of arithmetic, this means either doing exact calculations
or the ability to put strict upper bounds on the errors (fail-safe mode) and/or
on the probability of intolerable errors (probabilistic certification). In this
chapter, we review methods for performing arithmetic operations with greater
precision and/or with guaranteed error bounds. Chapter topics include:

20.1 High Precision and Certifiability

20.2 Exact Arithmetic

20.3 Multiprecision Arithmetic

20.4 Variable-Precision Arithmetic

20.5 Error-Bounding via Interval arithmetic
20.6 Adaptive and Lazy Arithmetic

20.1 HIGH PRECISION AND CERTIFIABILITY

328

Numerical computations performed with short or long floating-point formats are remarkably
accurate in most cases. Errors resulting from the finiteness of representation and imprecise cal-
culations (e.g., approximation or convergence schemes) are by now reasonably well understood
and can be kept under control by algorithmic methods. In some situations, however, ordinary
floating-point arithmetic is inadequate, either because it is not precise enough or because of our
inability to establish useful bounds on the errors. In such cases, the results may well possess
adequate precision but there is a “credibility-gap problem . . . [as] we don’t know how much of
the computer’s answers to believe” [Knut81].

We will discuss three distinct approaches for coping with the aforementioned credibility gap:

1. Obtaining completely trustworthy results by performing arithmetic calculations exactly
(Section 20.2). Of course, if this approach were always possible and cost-effective, we
wouldn’t need any of the following alternatives.

2. Making the arithmetic highly precise, in order to raise our confidence in the validity of the
results. This pragmatic goal can be accomplished by multiprecision calculations (Section
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20.3) or via a more flexible variable-precision arithmetic system (Section 20.4). The
two approaches correspond to static and dynamic precision enhancement, respectively.
Both methods make irrelevant results less likely but provide no guarantee, except in a
probabilistic sense.

3. Performing ordinary or high-precision calculations, while keeping track of potential
error accumulation (Section 20.5). Then, based on the worst-case suspected error in
the result, we can either certify the result as carrying adequate precision or produce a
warning that would prevent incorrect conclusions or actions that might have catastrophic
consequences (fail-safe operation).

After studying the preceding approaches, we devote Section 20.6 to techniques that render
precise and/or certifiable arithmetic more efficient.

Besides problems with precision, the finite range of machine arithmetic can also become
problematic. Thus provisions for exact or highly precise arithmetic are often accompanied by
methods for extending the range. A common way is via number representation systems in which
the range can grow dynamically. Usually, numbers are represented in a single word. However,
one or two bits are assigned special meanings and allow the number to extend into subsequent
words. The price we pay for this flexibility is loss of the aforementioned bit(s) and more complex
arithmetic algorithms, including the overhead of the special checks needed to establish whether
the range must be extended.

Of course certifiability in computer arithmetic is concerned not only with precision, or
lack thereof, but also spans algorithm and hardware verification as well as fault detection and
tolerance. Modern digital systems tend to be extremely complex. Thus, unless full attention is
paid to correctness issues during the design, there is little hope of catching all problems afterward.
The already difficult verification process is exacerbated by complex interrelationships between
advanced design features such as parallelism, pipelining, and power-saving mechanisms. The
Pentium floating-point division flaw aptly illustrates this point. As for fault-induced errors, we
deal with them in Chapter 27.

20.2 EXACT ARITHMETIC

The ultimate in error control is exact (error-free) arithmetic. This ideal has been pursued by many
arithmetic designers and researchers, leading to proposals for using continued fractions, rational
numbers, and p-adic representations, among others. In this section, we introduce a few of the
proposed methods and briefly discuss their implementation aspects, advantages, and drawbacks.

a. Continued Fractions
Any unsigned rational number x = p/q has a unique continued-fraction expansion

1

x=£=a0+

a +
as +
' 1
1
-1+ —

am

withap > 0,a, > 2,anda; > 1 for 1 <i < m — 1. For example, 277/642 has the following
continued-fraction representation:
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277 1
oy = [0/2/3/6/1/3/3]
642 24 1

3+

6+ 1

1+ 311
Representation of —277/642 is obtained by simply attaching a sign bit or negating all the digits
in the representation of 277/642.

Note that the continued-fraction representation of x is obtained by writing x = 5@ as
Ls@] + 1/51, and then repeating the process for representing each s in turn (i.e., s¥ =
LsP] +1/5@, .. .). Thus, for s© = 277/642, we get sV = 642/277, s@ = 277/88, s
88/13, 5™ =13/10,5® = 10/3, and s© = 3.

Approximations for finite representation can be obtained by limiting the number of “digits”
in the continued-fraction representation. For example, the following are successively better
approximations to the exact value x = [0/2/3/6/1/3/3] = 277/642:

[0] =0
[0/2] =1/2
[0/2/3] =3/7
[0/2/3/6] =19/44

[0/2/3/6/1] =22/51
[0/2/3/6/1/3] =85/197

Vuillemin [Vuil90] has suggested that continued fractions be used in the following way
for performing exact arithmetic. Each potentially infinite, continued fraction is represented
by a finite number of digits, plus a continuation, which js, in effect, a procedure for ob-
taining the next digit as well as a new continuation. Notationally, we can write the digits
as before (i.e., separated by /), following them with a semicolon and a description of the
continuation.

When the representatlon is periodic, the continuation can simply be specified by a sequence
of one or more digits. This is what we do in decimal arithmetic when we write 8/3 as (2.66;0)cn
and 1/7 as (0.1;428571)en. When additional digits can be derived as a simple function of an
index i > 0, the relevant expression is given. Here are some examples:

(1++/5)/2 =[1/1/1/1/ -- ;11

V2 =1[1/2/2/2/ - ]— [1;2]

e =[2/1/2/1/1/4/1/1/6/1/ -1 = [2; 1/2i + 2/1]
00 =[1/0/1/0/1/0---1=[;1/0] = [; 2/0] =

aN =[0/0/0/0/--1=1[; 0] {any number}

Unfortunately, arithmetic operations on continued fractions are quite complicated. So, we will
not pursue this representation further.
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b. Fixed-Slash Number Systems

In a fixed-slash number system, a rational number is represented as the ratio of a pair of integers
p and g, each with a fixed range. Representation of numbers as finite-precision rationals is
related to the continued-fraction expansion discussed earlier in the sense that when a number
is not exactly representable, the best continued-fraction approximation that fits is used as its
“rounded” version. For example, suppose we want to represent the rational number 277/642 in a
2+ 2 decimal fixed-slash number system (2 digits each for the numerator and the denominator).
From the continued-fraction representation given earlier, we find the best approximation to be
22/51, which has a relative error slightly exceeding 2%.

A possible fixed-slash format for representing rational numbers consists of a sign bit,
followed by an “inexact” flag, a k-bit numerator, and an m-bit denominator, for a total of k+m+2
bits (Fig. 20.1). The inexact flag is useful for denoting a value that has been rounded off because
the precise result did not fit within the available format. Note that integers are a subclass of
representable numbers (with ¢ = 1). The representation of a rational number is normalized if
ged(p, g) = 1. Special values can also be represented by appropriate conventions. Here is one
way to do it:

Rational number if p>0,g>0
+0 if p =0, g odd
+o0 if podd,g =0

NaN (not a number) otherwise

When a number is not representable exactly, it is rounded to the closest representable value. On
overflow (underflow), the number is rounded to =00(40) and the inexact bit is set.
The following mathematical result, due to Dirichlet, shows that the space waste due to

multiple representations such as 3/5 = 6/10 = 9/15 = - - - is no more than one bit:
1< <n, ,q)=1 6
im Hp/alt=p.g=ngdp.g=1}1 _ 6 .
100 n? w2

This result essentially says that for » sufficiently large, two randomly selected numbers in [1, n]
are relatively prime with probability greater than 0.6. Thus, more than half of the codes represent
unique numbers and the waste is less than 1 bit.

Note that the additive (multiplicative) inverse of a number is easily obtained with fixed-
slash representation by simply flipping the sign bit (switching p and ¢). Adding two fixed-
slash numbers requires three integer multiplications and one addition, while multiplying them
involves two multiplications. Subtraction (division) can be done as addition (multiplication) by
first forming the additive (multiplicative) inverse of the subtrahend (divisor).

The results of these operations are exact, unless the numerator or denominator becomes too
large. In such a case, we can avoid overflow through normalization if p and g have a common
factor. The overhead implied by computing gcd(p, ¢) is often unacceptably high. Additionally,
once the capacity of the number system for exact representation of the result has been exceeded,

i i Fig. 20.1 Example fixed-slash number
k bits m bits g
Lil l p q representation format.
Sign

/
Inexact Implied slash position
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h bits k- m bits m bits Fig. 20.2 Example floating-slash
representation format.
EREN p <[> 4 P
Sign | 7
Inexact Floating slash position

the process of rounding the result to the nearest representable rational number is fairly complex.
For these reasons, fixed-slash representations have not found widespread use.

c. Floating-Slash Number Systems

In a fixed-slash number system, a fixed number of bits is allocated to each of the numerator
and denominator parts. These bits sometimes go to waste, as evident in the case of g = 1 for
representing integers. A floating-slash format for representing rational numbers consists of a
sign bit, followed by an “inexact” flag, an h-bit field (m) specifying the explicit slash position,
and a k-bit field containing a (k — m)-bit numerator and the least significant m bits of an (m + 1)-
bit denominator with a hidden MSB of 1. We obtain integers for m = 0. The set of numbers
represented in such a floating-slash number system (Fig. 20.2) is:

{£p/qlp,q > 1,gcd(p, q) = 1, |log, p] + [log, q] < k — 2}

Special codes for +-0, 00, and NaN are also needed, as in fixed-slash representations. For the
sake of simplicity, one can replace the preceding condition |log, p] + |log, g] < k — 2 with
the approximate condition pg < 2*. Again the following mathematical result, due to Dirichlet,
shows that the space waste is no more than one bit:

+ =1
{£p/qlpg <n,ged(p.g) =1} _ 6 ~ 0.608

n>oo |{£p/qlpg <n,p,g>=1}  =?

Floating-slash format removes some of the problems of fixed-slash representations, but arith-
metic operations are complicated even further; hence, applications are limited.

20.3 MULTIPRECISION ARITHMETIC

One could in principle build a highly precise arithmetic unit, say operating on 1024-bit floating-
point numbers instead of the standard 32- or 64-bit varieties. There are several obvious problems
with this approach, including high cost, waste of time and hardware for computations that do
not need such a high precision, and inability to adapt to special situations that call for even
higher precision. Thus, floating-point hardware is provided for more commonly used 32- and
64-bit numbers.

When the range or precision of the number representation scheme supported by the hardware
is inadequate for a given application, we are forced to represent numbers as multiword data
structures and to perform arithmetic operations by means of software routines that manipulate
these structures. Examples in the case of integer arithmetic can be found in cryptography,
where large integers are used as keys for the encoding/decoding processes, and in mathematical
research, where properties of large primes are investigated. Extended-precision floating-point
numbers may be encountered in some scientific calculations, where highly precise results are
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required, or in error analysis efforts, where the numerical stability of algorithms must be verified
by computing certain test cases with much higher precision.

Multiprecision arithmetic refers to the representation of numbers in multiple machine words.
The number of words used to represent each integer or real number is chosen a priori; if the
number of words can change dynamically, we have variable-precision arithmetic (see Section
20.4). In the case of integer values, the use of multiple words per number extends the range; for
floating-point numbers, either the range or the precision parameter or both might be extended,
depending on need. All these approaches are referred to as “multiprecision arithmetic,” even
though, strictly speaking, the term makes no sense for integers.

Multiprecision integer arithmetic is conceptually quite simple. An integer can be represented
by a list of smaller integers, each of which fits within a single machine word (Fig. 20.3). These
extended-precision integers are then viewed as radix-2f numbers, where  is the word width. As
an example, with 32-bit machine words, one can represent a quadruple-precision 2’s-complement
integer x by using the four unsigned words x®, x®, x®, x©  such that:

X = x3]) 2]27 2962 x(3) 2} +264 (2)+232 (1)+x
j=0

The radix in this example is 232. With this representation, radix-2* digit-serial arithmetic
algorithms can be applied to the multiprecision numbers in a straightforward manner to simulate
128-bit, 2’s-complement arithmetic. To perform the addition z = x + y, for example, we begin
by performing z©@ = x©@ + y©@ which leads to the carry-out ¢’ being saved in the carry flag.
Next, we perform the addition z(’ = x® 4y 4 ¢ Virtually all processors provide a special
instruction for adding with carry-in. The process can thus be repeated in a loop, with special
overflow detection rules applied after the last iteration.

Multiplication can be performed by either implementing a shift/add algorithm directly or by
using the machine’s multiply instruction, if available. For further details, see [Knut81, Section
4.3, on multiple-precision arithmetic, pp. 250-301].

Performing complicated arithmetic computations on multiprecision numbers can be quite
slow. For this reason, people sometimes prefer to perform such computations on highly parallel
computers, thus speeding up the computation by concurrent operations on various words of the
multiword numbers. Since each word of the resulting multiword numbers in general depends on
all words of the operands, proper data distribution and occasional rearrangement may be required
to minimize the communication overhead that otherwise might nullify much of the speed gain
due to concurrency. Many standard parallel algorithms can be used directly in such arithmetic
computations. For example, parallel prefix can be used for carry prediction (lookahead) and FFT
for multiplication [Parh98]. Whether one uses a sequential or parallel computer for multiprecision
arithmetic, the selection of the optimal algorithm depends strongly on the available hardware
features and the width of numbers to be processed [Zura93].

Multiprecision floating-point arithmetic can be similarly programmed. When precision is
to be extended but a wider range is not needed, a standard floating-point number can be used

Sian VSB %@ Fig. 20.3 Example quadruple-precision integer
on|= format.
x()
x(1)
LSB | x(®
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Exponent e Fig. 20.4 .Example quadruple-precision
floating-point format.
Sign|+ [ MSB x(3)
@)
X Signi-
x( [ ficand
LsB |x©

to represent the sign, exponent, and part of the significand, with the remaining bits of the
high-precision significand extending into one or more additional words. However, given that
modern computers have plenty of register and storage space available, it is perhaps better to
use a separate word for storing the exponent and one or more words for the extended-precision
significand, thus eliminating the overhead for repeated packing and unpacking. The significand
can be represented as an integer using the format of Fig. 20.3. The separate exponent, which is a
32-bit biased number, say, provides a very wide range that is adequate for all practical purposes.
Figure 20.4 depicts the resulting format.

Arithmetic operations are performed by programming the required steps for the floating-
point algorithms of Section 17.3, with details in Chapter 18. To perform addition, for example,
the significand of the operand with the smaller exponent is shifted to the right by an amount equal
to the difference of the two exponents, the aligned significands are added, and the resulting sum
is normalized (Fig. 20.5). Floating-point multiplication and division are similarly performed.

As for rounding of the results, two approaches are possible. One is to simply chop any bit
that is shifted out past the right end of the numbers, hoping that the extended precision will be
adequate to compensate for any extra error. An alternative is to derive guard, round, and sticky
bits from the bits that are shifted out (see Fig. 20.5) in the manner outlined in Section 18.3.

20.4 VARIABLE-PRECISION ARITHMETIC

As mentioned in Section 20.3, multiprecision arithmetic suffers both from inefficiency in the
common case (i.e., when high precision is not needed) and from the inability to adapt to
situations that might require even higher precision. Alternatively, a variable-precision floating-

. point capability can be implemented to operate on data of various widths under program control.

Variable precision is useful not only for situations calling for high precision; it may be beneficial,
as well, for improving performance when lower precision would do.

H x@ [ x(@) | x(1) x(©)

P—Sign-extend ——Iil y(3) I y@ | y() ‘ | y(0) I

| Use to derive guard,
round, & sticky bits?

[ 20 [ 20 | 20 | zo |c;st<J

Fig. 20.5  Quadruple-precision significands aligned for the floating-point addition z = x 44 .
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Sign Fig. 20.6 Example variable-precision integer format.

x| £ | LSBI w (no. add'l words)

x(W)IMSB

Dispensing precision on demand in different stages of computations, or even at the level
of individual arithmetic operations, has been an elusive goal in the field of computer arithmetic,
except where bit- or digit-serial arithmetic is involved. For our discussion here, we consider
variable precision with machine-word granularity. This is quite similar to multiprecision arith-
metic, as discussed in Section 20.3, except that a “width” field must be added to all numbers
that specifies how many words are used to represent the number. Also, if the operand widths
are to be modifiable at run time, dynamic storage allocation and facilities for reclaiming space
(garbage collection) are required.

To represent variable-precision (really variable-range) integers, we might use 1 or 2 bytes
in the first 32-bit word to hold the width information, 1 bit for the sign, and the remaining part to
hold the low-order 15 or 23 bits of the number. If the number is wider, additional words will be
tacked on as needed to hold the higher-order bits (Fig. 20.6). Note that this convention, known
as “little-endian,” is opposite that of Fig. 20.4, which is referred to as “big-endian.” Storing the
low-order bits first leads to a slight simplification in variable-precision addition, since indexing
for both operands and the result starts at 0.

Again to avoid packing and unpacking of values and to remove the need for special handling
of the first chunk of the number, one might assign the number’s width information to an entire
word, which can then be directly loaded into a counter or register for processing.

A corresponding variable-precision floating-point format can be similarly devised. Figure
20.7 depicts one alternative. Here, the first word contains the number’s sign, its width w, the
exponent e, and designations for special operands. The significand then follows in w subsequent
words. Again, we might want to put the exponent in a separate word, both to reduce the need
for packing and unpacking and to provide greatly extended range.

From an implementation standpoint, addition becomes much simpler if the exponent base
is taken to be 2¥ instead of 2, since the former case would lead to shift amounts that are multiples
of k bits (bit-level operations are avoided). This will, of course, have implications in terms of the
available precision (see Section 17.1). The effect of shifting can then be taken into account by
indexing rather than actual data movement. For example, if the alignment shift amount applied
to the v-word operand y before adding it the u-word operand x to obtain the u-word sum z is &
words, then referring to Fig. 20.8 and defining g = v + h — u, we can write the main part of the
floating-point addition algorithm as the following three loops:

Fig. 20.7 Example variable-precision

Si Width Fi . .
ign |+ |Width w]Flags) Exponent e floating-point format.

LSB|x(M

Signi-
ficand

MSB xW)
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Fig. 20.8 Variable-precision floating-point addition.

fori =1to—gdo {empty loop if g > 0}

e,z «x® 4o
endfor

fori = max(l,—g+ 1) tou — h do {empty loop if u < h}

c, Z(i) « x® + y(g-H) +ec

endfor

fori =max(l,u —h+ 1) toudo {empty loop if 2 = 0}
¢, 29 « x@ 4 c— signbit(y) {must sign-extend y}

endfor

In the complete algorithm, the loops must be preceded by various checks and initializations

and followed by any normalization and rounding required.

BOUNDING VIA INTERVAL ARITHMETIC

Interval arithmetic was introduced at the end of Section 19.5 as an error analysis method. When
computation with intervals yields aresult z = [zjo, zni], the width of the interval w = zp;—zj0 > 0
can be interpreted as the extent of uncertainty, and the midpoint (zj, +zp;) /2 of the interval can be
used as an approximate value for z with a worst-case error of about w /2. Even when a result in-
terval is too wide to be practically useful, at least a fail-safe mode of operation can be ascertained.

The interval [a, a] represents the real number a, while [a, b], with a > b, can be viewed
as representing the empty interval ¢. Intervals can be combined and compared in a natural way.

For example:

(10, %0i] N [Y10, Yhi] = [max (xio, Y10), min(xni, yui)]
[X10, X1i] U [¥1o, yhil = [min(xio, yio), max Gy, yhi)]
[¥10, Xnil 2 [Yio» ynil iff x10 < yio and xp; > yhi
[X10, Xnil = (Y10, yni iff x10 = Y10 and xp; = ypi

X105 Xni] < [0, ynil iff Xni < Y10

Interval arithmetic operations are quite intuitive and efficient. For example, the additive inverse

—x of an interval x = [xj,, xp;] is derived as follows:

— [x10, X0l = [—xni, —X10]
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The multiplicative inverse of an interval x = [xyo, xp;] is derived as:

—1— = I:L, 1] provided O ¢ [xio, Xhi]
[*10, Xni] Xni Xlo
When 0 € [x10, xni}—that is, when x;, and xp; have unlike signs or are both Os—the multiplicative
inverse is undefined (alternatively, it can be said to be [—o0, +00]). Note that with machine
arithmetic, 1/xy; must be computed with downward-directed rounding and 1/x;, with upward-
directed rounding.

In what follows, we assume that proper rounding is performed in each case and deal only
with exact intervals for simplicity. Here are the four basic arithmetic operations on intervals:

[X10» Xhi] + [Y10s Yhil = [X10 + Yios Xni + Yhi

[%10, Xhil = [Y10» ¥hil = [*10 — Yhis Xbi — Yol

[Xi0, Xni] X [¥1o, ¥hil = [min(x10Y10, XtoYhis Xhi Yios hi Yhi),
Max (XioVio, XioYhis *niVos Xhi Yhi) |

[%10» Xnil / [Vios Ynil = [X10, Xnid X [1/ni, 1/¥10]

Several interesting properties of intervals and interval arithmetic are explored in the end-of-
chapter problems. In particular, we will see that multiplication is not as inefficient as the preceding
definition might suggest.

From the viewpoint of arithmetic calculations, a very important property of interval arith-
metic is stated in the following theorem.

O —
.

Serthebie

THEOREM 20.1 If f(x,x@®, ... x™) is a rational expression in the interval
variables x, x®, ..., x®, that is, f is a finite combination of x", x@® ..., x™ and
a finite number of constant intervals by means of interval arithmetic operations, then
x5 yD i =1,2,-.-,n, implies:

f(x(l) x@_ .. x(n)) 5 f(l), y(2), e, y(n))

Thus, arbitrarily narrow result intervals can be obtained by simply performing arithmetic with
sufficiently high precision. In particular, we can show that with reasonable assumptions about
machine arithmetic, the following theorem holds.

s

B

e

THEOREM 20.2  Consider the execution of an algorithm on real numbers by means
of machine interval arithmetic with precision p in radix r [i.e., in FLP(r, p, V|A)]. If the
same algorithm is executed using the precision g, with ¢ > p, the bounds for both absolute
error and relative error are reduced by the factor r¢77.

Note that the absolute or relative error itself may not be reduced by the same factor; the
guaranteed reduction applies only to the upper bound.

T G
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Based on Theorem 20.2, one can devise a practical strategy for obtaining results with a
desired bound on the absolute or relative error. For example, let wp,,x be the maximum width
of a result interval when interval arithmetic is performed with p radix-r digits of precision and
assume that the required bound on the absolute error is €. If wmax < ¢, then we are done.
Otherwise, interval calculations with the higher precision

q = p + [10g, Wy — log, €]

is guaranteed to yield the desired accuracy.

20.6 ADAPTIVE AND LAZY ARITHMETIC

In some applications, arithmetic algorithms and/or hardware structures must adapt to changing
conditions or requirements. For example, not all computations require the same precision, and
using a 64-bit multiplier to multiply 8-bit numbers would be a waste of hardware resources, and
perhaps even time. In this section, we briefly discuss some ideas for building adaptable arithmetic
systems. An aspect of adaptability is fault tolerance, namely, the capacity for continued operation,
perhaps at lower performance, acquired by reconfiguring around faulty elements. This latter type
of adaptability is the subject of Chapter 27.

One way to provide adaptivity is via built-in multiprecision arithmetic capability. For
example, facilities may be provided to allow the dynamic switching of a computation from
single- to multiprecision according to the precision requirements for the results. Variable-
precision capability can extend the preceding two-way adaptive scheme to an incremental or
multiway scheme.

Interestingly, the opposite of multiprecision arithmetic, which we may call fractional pre-
cision arithmetic, is also of some interest. Whereas modern high-performance microprocessors
have arithmetic capability for 32- or 64-bit numbers, many arithmetic-intensive applications,
such as voice compression or image processing for multimedia, may deal with 8- or 16-bit
data representing color or other audiovisual elements. Recent microprocessor designs have
recognized the need for efficient handling of such fractional precision numbers through special
hardware extensions. For example, Intel’s MMX (multimedia extension) for the Pentium pro-
cessor [Pele97] uses the microprocessor’s eight floating-point registers to store 64-bit packed
integer data (8 x 8, 4 x 16, 2 x 32, in signed/unsigned versions). Special add, multiply, multiply-
add, and parallel compare instructions are made available that operate on these packed MMX
data types.

Analternative approach to adaptive arithmetic is via multiple number representation formats
that are distinguished by tagging. For example, in a simple two-way adaptive scheme, primary
and secondary representation modes may be associated with each number type; the primary mode
is more precise but offers limited range, while the secondary mode offers a wider range with
less precision. Computation is then switched between the two representations based on need.
In this way, overflow can be avoided or postponed. One proposal along these lines [Holm97]
uses four-way tagging to distinguish between primary and secondary formats for exact and
inexact values.

Lazy evaluation is a powerful paradigm that has been and is being used in many different
contexts. For example, in evaluating composite conditionals such as

if cond1 and cond2 then action
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the evaluation of cond2 may be totally skipped if condl evaluates to “false”. More generally,
lazy evaluation means postponing all computations or actions until they become irrelevant or
unavoidable. In the context of computer hardware architecture, the opposite of lazy evaluation
(viz., speculative or aggressive execution) has been applied extensively; however, lazy evaluation
is found only in certain special-purpose systems with data- or demand-driven designs.

In the absence of hardware support for lazy arithmetic, all known implementations of this
method rely on software. Schwarz [Schw89] describes a C++ library for arbitrary precision
arithmetic that is based on representing results by a data value corresponding to the known bits
and an expression that can be manipulated to obtain more bits when needed. A lazy rational
arithmetic system [Mich97] uses a triple {(Xio, Xxct, X} to represent each number, where xx¢
is an exact rational value, or a pointer to a procedure for obtaining it, and [xio, xp;] represents
an interval bounded by the floating-point values xj, and xy;. Computation normally proceeds
with floating-point values using the rules of interval arithmetic. When this primary mode of
computation runs into precision problems, and only then, exact computation is invoked.

Lazy arithmetic, as suggested above, comes with nontrivial representational and computa-
tional overheads. Thus far, the viability of lazy arithmetic, and its cost-performance implications,
have been investigated only for certain geometric computations. Even within this limited appli-
cation domain, some problems remain to be resolved [Mich97].

It is noteworthy that redundant number representations offer some advantages for lazy
arithmetic. Since arithmetic on redundant numbers can be performed by means of MSD-first
algorithms, it is possible to produce a small number of digits of the result by using correspond-
ingly less computational effort. When precision problems are encountered, one can backtrack
and obtain more digits of the results as needed.

20.1 Computing the ith Fibonacci number The sequence of Fibonacci numbers Fib(i),
i =1,2,3,--,is defined recursively as Fib(1) = Fib(2) = 1 and Fib(i) = Fib(i — 1)
+Fib(i —2) fori > 3.One can show that Fib(i) = (x’ —y')/+/5, where x = (1++/5)/2
and y = (1 — v/5)/2.

a. Devise an exact representation for numbers of the form a + b+/5, where a and b
are rational numbers.

b. Develop algorithms for addition, subtraction, multiplication, division, and expo-
nentiation for the numbers in part a.

¢. Use your representation and arithmetic algorithms to compute Fib(10) and Fib(64).

20.2 Converging interval representation The golden ratio ¢ = (1 + v/5)/2 can be repre-
sented increasingly accurately by a sequence of intervals x”) = [Fib(2j + 2)/Fib(2j +
1), Fib(2j + 1)/Fib(2)] that get narrower as j increases. In the preceding description,
Fib(i) is the ith Fibonacci number recursively defined as Fib(1) = Fib(2) = 1 and Fib(i)
= Fib(i — 1) + Fib(i —2) fori = 3.

a. Using exact rational arithmetic, obtain the first eight intervals in the sequence
defined.

b. Repeat part a, this time using decimal arithmetic with six fractional digits. From
the last result, find an approximation to ¢ with an associated error bound.

20.3  Approximating n with exact arithmetic Using exact rational arithmetic, find an in-
terval that is guaranteed to contain the exact value of m based on the identity



340

Precise and Certifiable Arithmetic

20.4

20.5

20.6

20.7

20.8

20.9

7/4 = tan~!(1/2) + tan~'(1/5) + tan~'(1/8) and the inequalities x — x3/3 + x5/5 —
x7/7 <tan"'x <x —x3/3+x5/5.

Fixed-slash number systems

a. Discuss the factors that might affect the choice of the widths k and m in the fixed-
slash format of Fig. 20.1. In what respects is k = m a good choice?

b. Compute the number of different values that can be represented in a 15-bit signed,
fixed-slash number system with 7-bit numerator and denominator parts, plus a sign
bit (no inexact bit), and discuss its representation efficiency relative to a 15-bit,
signed-magnitude, fixed-point binary system.

Floating-slash number systems For the floating-slash number system shown in
Fig. 20.2:

a. Obtain the parameters max and min (i.e., the largest representable magnitude and
the smallest nonzero magnitude) as functions of / and k.
b. Calculate the maximum relative representation error for numbers in [min, max].

Obtain a lower bound on the total number of different values that can be represented
as a function of 4 and k.

Continued-fraction number representation In continued-fraction number representa-
tion, it is possible to use rounding, instead of the floor function, namely, a; = round(s®)
rather than a; = |5 |, to obtain more accurate encodings with a given number of digits.
Obtain 10-digit continued-fraction representations of V2, e, and 7 with the “rounding”
rule and compare the results to the “floor” versions with respect to accuracy.

Exact representation of certain rationals Consider rational numbers of the form
+23%5°, represented in 16 bits by devoting 1 bit to the sign and 5 bits each to the
2’s-complement representation of a, b, and c.

a. Obtain the parameters max and min (i.e., the largest representable magnitude and
the smallest nonzero magnitude).
b. Calculate the maximum relative representation error for numbers in [min, max].

¢.  Find the number of different values represented and the representational efficiency
of this number system.

d. Briefly discuss the feasibility of exact arithmetic operations on such numbers.

Multiprecision arithmetic

a. Provide the structure of an assembly-language program (similar to Fig. 9.3) to
perform quadruple-precision integer arithmetic based on the format of Fig. 20.3

b. Repeat part a for floating-point arithmetic based on the format of Fig. 20.4.

Variable-precision arithmetic

a. Show that the three “for” loops in the program fragment given near the end of
Section 20.4 do indeed process all the words of x and y properly.

b. Justify the inclusion of the term —signbit(y) to effect sign extension for y.
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c. Modify the three loops for the case of a sum z that is to be of a specified width w,
rather than of the same width u as the operand with the larger exponent.

Interval arithmetic Answer the following questions for interval arithmetic.

a. Would interval arithmetic be of any use if machine arithmetic were exact? Discuss.

b. How is the requirement g = p + [log, wmax — log, €] for extra bits of precision,
given near the end of Section 20.5, derived from Theorem 20.2?

Archimedes’ interval method To compute the number 7, Archimedes used a sequence
of increasing lower bounds, derived from the perimeters of inscribed polygons in a circle
with unit diameter, and a sequence of decreasing upper bounds, based on circumscribing
polygons.

a. Use the method of Archimedes, with a pair of hexagons and exact calculations, to
derive an interval that is guaranteed to contain 7.

b. Repeat part a, this time performing the arithmetic with four fractional decimal digits
and proper rounding.

c. Repeat part a with a pair of octagons.
d. Repeat part b with a pair of octagons.

Distance between intervals The distance between two intervals x = [xio, xni] and
¥ = [Y10, ¥ni] can be defined as 8(x, y) = max(|x1o = Yol, [*ni — ¥nil)-

a. Show that § is a metric in that it satisfies the three conditions §(x, y) > 0,8(x, y) =
0 if and only if x = y, and 8(x, y) + 8(y, 2) = 8(x, z) (the triangle inequality).

b. Defining the absolute value |x| of an interval x as |[xio, Xnill = max(|xil, [xnil)s
prove that 8[(x + y), (x + z)] = 8(», z) and 8(xy, xz) < |x[8(y, 2).

Laws of algebra for intervals
a. Show that the commutative laws of addition and multiplication hold for interval
arithmetic; namely, x +y = y + x and xy = yx for intervals x and y.

b. Show that the associative laws of addition and multiplication hold for interval
arithmetic; namely, x + (y + z) = (x + y) + z and x(yz) = (xy)z.

c. Show that the distributive law x(y + z) = xy + xz does not always hold.
d. Show that subdistributivity holds; namely, x(y + z) is contained in xy + xz.

Interval arithmetic operations

a. Show that by testing the signs of Xio, Xhi, Yio» and yy;, the formula for interval
multiplication given in Section 20.5 can be broken down into nine cases, only
one of which requires more than two multiplications.

b. Discuss the square-rooting operation for intervals.

Multidimensional intervals A rectangle with sides parallel to the coordinate axes on
the two-dimensional plane can be viewed as a two-dimensional interval. Relate two-
dimensional intervals to arithmetic on complex numbers and derive the rules for complex
interval arithmetic.
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PART
VI

FUNCTION EVALUATION

One way of computing functions such as /x, sin x, tanh x, In x, and ¢ is to
evaluate their series expansions by means of addition, multiplication, and division
operations. Another is through convergence computations of the type used for
evaluating the functions z/d and 1/d in Chapter 16. In this part, we introduce several
methods for evaluating elementary and other functions. We begin by examining the
important operation of extracting the square root of a number, covering both digit-
recurrence and convergence square-rooting methods. We then devote two chapters
to CORDIC algorithms, other convergence methods, approximations, and merged
arithmetic. We conclude by discussing versatile, and highly flexible, table-lookup
schemes, which are assuming increasingly important roles as advances in VLSI
technology lead to ever cheaper and denser memories. This part is composed of the
following four chapters:

Chapter 21 Square-Rooting Methods
Chapter 22 The CORDIC Algorithms
Chapter 23  Variations in Function Evaluation
Chapter 24  Arithmetic by Table Lookup
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Chapter
21 |SQUARE-ROOTING
METHODS

The function ,/z is the most important elementary function. Since square-
rooting is widely used in many applications, and hardware realization of
square-rooting has quite a lot in common with division, the IEEE floating-
point standard specifies square-rooting as a basic arithmetic operation along-
side the usual four basic operations. This chapter is devoted to square-rooting
methods, beginning with the pencil-and-paper algorithm and proceeding
through shift/subtract, high-radix, and convergence versions. Chapter top-
ics include:

21.1 The Pencil-and-Paper Algorithm
21.2 Restoring Shift/Subtract Algorithm
21.3 Binary Nonrestoring Algorithm
21.4 High-Radix Square-Rooting

21.5 Square-Rooting by Convergence
21.6 Parallel Hardware Square-Rooters

21.1 THE PENCIL-AND-PAPER ALGORITHM

Unlike multiplication and division, for which the pencil-and-paper algorithms are widely taught
and used, square-rooting by hand appears to have fallen prey to the five-dollar calculator. Since
shift/subtract methods for computing ./z, are derived directly from the ancient manual algorithm,
we begin by describing the pencil-and-paper algorithm for square-rooting.

Our discussion of integer square-rooting algorithms uses the following notation:

z Radicand Z22k—122k—2 " "= 2120
q Square root Gk—19k-2 - - 4140
s Remainder (z — qz) SESk—18k—2 - - - S150  (k + 1 digits)

The expression z — g for the remainder s is derived from the basic square-rooting equation
z= q2 + s. For integer values, the remainder satisfies s < 2q, leading to the requirement for
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k + 1 digits in the representation of s with a 2k-digit radicand z and a k-digit root g. The reason
for the requirement s < 2g is that for s > 2g + 1, we have z = g2 + 5 > (g + 1)? so g cannot
be the correct square-root of z.

Consider the decimal square-rooting example depicted in Fig. 21.1. In this example, the
five digits of the decimal number (9 52 41),,, are broken into groups of two digits starting at the
right end. The number & of groups indicates the number of digits in the square root (k = 3 in
this example).

The leftmost two-digit group (09) in the example of Fig. 21.1 indicates that the first root
digit is 3. We subtract the square of 3 (really, the square of 300) from the Oth partial remainder z
to find the 1st partial remainder 52. Next, we double the partial root 3 to get 6 and look for a digit
q1 such that (6g1)en x g1 does not exceed the current partial remainder 52. Even 1 is too large
for g1, s0 g1 = 01is chosen. In the final iteration, we double the partial root 30 to get 60 and look
for a digit go such that (60gg)en X go does not exceed the partial remainder 524 1. This condition
leads to the choice gy = 8, giving the results ¢ = (308)y, for the root and s = (377)ien for
the remainder.

The key to understanding the preceding algorithm is the process by which the next root digit
is selected. If the partial root thus far is q @) then attaching the next digit gx_;_ to it will change
its value to 10g") + g ;. The square of this latter number is 100(g™)2+20g Vs, +q7__,-
Since the term 100(g”)? = (10g©)? has been subtracted from the partial remainder in earlier
steps, we need to subtract the last two terms, or (10(2¢") + g4_;_1) X gx—i_1, to obtain the new
partial remainder. This is the reason for doubling the partial root and looking for a digit gz_;_,
to attach to the right end of the result, yielding 10(2¢®) + g;_;_;, such that this latter value

times gq; ;. does not exceed the partial remainder.
Figure 21.2 shows a binary example for the pencil-and-paper square-rooting algorithm.
The root digits are in {0, 1}. In trying to determine the next root digit g;_;_1, we note that the

square of 2¢© + g;_;_; is 4(g©P)2 + 4qD g + g?_;_,. SO, gx—i—1 must be selected such
that (4¢® + Gk—i—1) X gr—i—; does not exceed the partial remainder. For Gr—i—1 = 1, this
latter expression becomes 4¢) + 1 (i.e., ¢@ with 01 appended to its right end). Therefore,
to determine whether the next root digit should be 1, we need to perform the trial subtrac-
tion of g¥01 from the partial remainder; gx_;_; is 1 if the trial subtraction yields a posi-
tive result.

From the example in Fig. 21.2, we can abstract the dot notation representation of binary
square-rooting (see Fig. 21.3). The radicand z and the root ¢ are shown at the top. Each of the

following four rows of dots corresponds to the product of the next root digit g¢_;_; and a number
2 q1: qo q g9 =0
V 95241 = 2 g2=3 ¢ =3

S ..

052 6g1 x g1 < 52 g1=0 g® =30
00__.
5241 60q0 x qo < 5241 go=28 q® =308
4864
0377 §= (377 )ten q = (308)ten

Fig. 21.1  Using the pencil-and-paper algorithm to extract the square root of a decimal integer.
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sl G2 G1:qo q g9 =0
01110110  z = (118)en =1 gV =1

> 1017 No @2=0 q® =10
01101 >1001? Yes qi=1 q® =101
1001
010010 >10101? No Qo=0  g* =1010
00000
10010 S=(18)en q=(1010)wo = (10)ten

Fig. 21.2 Extracting the square root of a binary integer using the pencil-and-paper algorithm.

obtained by appending Ogy_;_; to the right end of the partial root ¢”. Thus, since the root digits
are in {0, 1}, the problem of binary square-rooting reduces to subtracting a set of numbers, each
being O or a shifted version of (g 01)ye, from the radicand z.

The preceding discussion and Fig. 21.3 also apply to nonbinary square-rooting, except that
with r > 2, both the selection of the next root digit g¢-;—1 and the computation of the term
2rg") + gx_i—1) X gx—i—1 become more difficult. The rest of the process, however, remains
substantially the same.

21.2 RESTORING SHIFT/SUBTRACT ALGORITHM

Like division, square-rooting can be formulated as a sequence of shift and subtract operations.
The formulation is somewhat cleaner if we think in terms of fractional operands rather than
integers. In fact, since in practice square-rooting is applied to floating-point numbers, we
formulate our shift/subtract algorithms for a radicand in the range 1 < z < 4 corresponding to
the significand of a floating-point number in the IEEE standard format. Because the exponent
must be halved in floating-point square-rooting, we decrement an odd exponent by 1 to make it
even and shift the significand to the left by 1 bit; this accounts for the extended range assumed
for z. The notation for our algorithm is thus as follows:

e o o o q Fig. 21.3 Binary square-rooting in dot
notation.

V4
-q5 (q90g3) 2°
~0, (9109,)2)
oo e ~q; (g20gy) 2]
e o o o o _qo(q(3)0q0)2

L] L] L] L L ] S
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z Radicand 2120 .Z2-12-2--72; (1 <z<4)
q Square-root lg-19-2-+-q- 1=<g<?2)
s Scaled remainder 5159 s_15_2---5; (0<s < 4)

With these assumptions, binary square-rooting is defined by the recurrence
s = 2gU-D _ q_j(zq(—j) + 2—jq_j) with s©@ = 7 — 1, q(O) =1,sV =5

where, for a binary quotient with digits in {0, 1}, the term subtracted from the shifted partial
remainder 25V~ is 2¢U=1 4277 or 0. Here, g/) stands for the root up to its (— j)th digit; thus
g = q" is the desired square root.

Here is a general proof of the preceding square-rooting recurrence. First, we note that, by
definition:

‘ - .
q(]) — q(J Y42 Tq_;
During square-rooting iterations, we strive to maintain the invariant:

s =7 = [q(j)]2

Inparticular, ¢© = 1 and s© = z— 1. From the preceding invariant, we derive the requirement:
sU-D _ () [q(j)]z _ [q(jfl)]2 — [q(f—l) + 2—jq_j]2 _ [q(j*l)]2
=277q_;[2¢V"" +27g_)]
Multiplying both sides by 2/ and rearranging the terms, we get:
2§ = 22071 Uy _ g 10g U 4 2ig_ 1

Redefining the jth partial remainder to be 275" yields the desired recurrence. Note that after
I iterations, the partial remainder s, which is in [0, 4), represents the scaled remainder s =
2z - ¢%).

To choose the next square-root digit g_ j fromthe set {0, 1}, we perform a trial subtraction of

i _j i-1)  (j-1 i—1
2qY7D 427 =(1¢1£]1 )-492 )"‘QEJH

10 Do

from the shifted partial remainder 25U~ If the difference is negative, the shifted partial
remainder is not modified and g_; = 0. Otherwise, the difference becomes the new partial
remainder and g_; = 1.

The preceding algorithm, which is similar to restoring division, is quite naturally called
“restoring square-rooting.” An example of binary restoring square-rooting using the preceding
recurrence is shown in Fig. 21.4, where we have provided three whole digits, plus the required
six fractional digits, for representing the partial remainders. Two whole digits are required given
that the partial remainders, as well as the radicand z, are in [0, 4). The third whole digit is needed
to accommodate the extra bit that results from shifting the partial remainder sV to the left to
form 25~ This bit also acts as the sign bit for the trial difference.

The hardware realization of restoring square-rooting is quite similar to restoring division.
Figure 21.5 shows the required components and their connections, assuming that they will be
used only for square-rooting. In practice, square-rooting hardware may be shared with division
(and perhaps even multiplication). To allow such sharing of hardware, some changes are needed
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z 01.110110 (118/64)
s =z-1 000.110110 gqo=1 qO=1.
25(0) 001.101100

—2x(1.)+2-1] 10.1

s(1) 11.001100 g¢g4=0 ¢"=1.0
s(1) = 25(0) 001.101100 Restore

2s(h) 011.011000

—[2x(1.0)+2-2] 10.01

s(2) 001.001000 go=1 ¢gd=1.01
2s(2) 010.010000

—[2x(1.01)+2-3) 10.101

s(3) 111.101000 g¢g3=0 g®=1.010
s(3) = 25(2) 010.010000 Restore

2s(3) 100.100000

—[2x(1.010)+24] 10.1001

s(4) 001.111100 gu4=1 g49=1.0101
25(4) 011.111000

—[2x(1.0101)+2-5] 10.10101

s(5) 001.001110 g¢gs=1 ¢d=1.01011
2s(5) 010.011100

—[2%(1.01011)+2-6] 10.101101

s(6) 111.101111 ge=0 ¢ =1010110
s(6) = 24(5) 010.011100 Restore (156/64)
s (true remainder) 0.000010011100 (156/642)
q 1.010110 (86/64)

Fig. 21.4 Example of sequential binary square-rooting by means of the restoring algorithm.

to maximize common parts. Any component or extension that is specific to one of the operations
may then be incorporated into the unit’s control logic. It is instructive to compare the design in
Fig. 21.5 to that of restoring binary divider in Fig. 13.5.

In fractional square-rooting, the remainder is usually of no interest. To properly round the
square root, we can produce an extra digit ¢_;_; and use its value to decide whether to truncate
(g_1—1 = 0) or to round up (g1 = 1). The midway case, (i.e., g—1—1 = 1 with only Os to its
right), is impossible (why?), so we don’t even have to test the remainder for 0.

For the Example of Fig. 21.4, an extra iteration produces g7 = 1. So the root must be
rounded up to ¢ = (1.010111)y, = 87/64. To check that the rounded-up value is closer to the
actual root than the truncated version, we note that:

118/64 = (87/64)> — 17/64*

Thus, the rounded-up value yields a remainder with a smaller magnitude.
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21.3 BINARY NONRESTORING ALGORITHM

In a manner similar to binary division, one can formulate a binary nonrestoring square-rooting
algorithm. Figure 21.6 shows the square-rooting example of Fig. 21.4 performed with the
nonrestoring algorithm. As was the case for nonrestoring division, the square root must be cor-
rected by subtracting ulp from it if the final remainder becomes negative. Remainder correction,
however, is usually not needed, as discussed at the end of Section 21 2.

Performing an extra iteration in the binary square-rooting example of Fig. 21.6 yields g_; =
Tand g = (1.1-11-111-1),, = (1.0101 101)4yo. This indicates that the root must be rounded up
to g = (1.010111)y,.

In nonrestoring square-rooting, root digits are chosen from the set {-1, 1} and the resulting
BSD root is converted, on the fly, to binary format. The case g_; = 1, corresponding to a
nonnegative partial remainder, is handled as in the restoring algorithm; that is, it leads to the
subtraction of

q-[2qY70 +27g_;1 = 27" 4 27
from the partial remainder. For q-j =1, we must subtract
q9-[29Y70 +27g ) = —[24Y7D — 27

which is equivalent to adding 2¢V/~" — 27/ (see Fig. 21.6).

From the standpoint of hardware implementation, computing the term 2¢U~" — 2/ s
problematic. Recall that 2¢"/~" 427/ = 2[qU=D 4 2-/-1] is formed by simply appending 01
to the right end of ¢/~ and shifting.

The following scheme allows us to form 2¢U~" — 27/ just as easily. Suppose that we
keep gV~ and g¥—D — 277! in registers Q (partial root) and Q* (diminished partial root),
respectively. Then:
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z 01.110110 (118/64)
s0)=z-1 000.110110 g= q0) = 1.
25(0) 001.101100 g4=1 qgh=11
—[2x(1.)+2-1] 10.1

s(1) 111.001100 gop=-1 qg2=1.01
2s(1) 110.011000

+H2x(1.1)-2-2] 10.11

s(2) 001.001000 gs3=1 ¢g®=1.011
2s(2) 010.010000

—[2x(1.01)+2-3] 10.101

s(3) 111.101000 gu="1 g#=1.0101
2s(3) 111.010000

+[2x(1.011)-24] 10.1011

5(4) 001.111100 gs=1 g®&=1.01011
2s(4) 011.1110

—[2%(1.0101)+2-5] 10.10101

s(6) 001.001110 ge=1 ¢®=1.010111
2s(5) 010.011100

—[2x(1.01011)+2-6] 10.101101

s(6) 111.101111 Negative; (-17/64)
+[2x(1.01011)+2-6] 10.101101 Correct

s(6) (corrected) 010.011100 (156/64)
s (true remainder) 0.000010011100 (156/642)
g (signed-digit) 1111111 (87/64)
g (binary) 1.010111 (87/64)
g (corrected binary) 1.010110 (86/64)

Fig. 21.6 Example of sequential binary square-rooting by means of the nonrestoring algorithm.

g-j =1 Subtract 2¢Y~D 427/ formed by shifting Q 01
g-j=-1 Add 2¢qU~1 — 27/  formed by shifting Q*11

The updating rules for Q and Q* registers are also easily derived:

g-i=1 = Q:=Q1 Q" :=Q0
g-j =1 = Q:=Q1 Q:=Q0

The preceding can be easily extended to a square-rooting algorithm in which leading Os or 1s in
the partial remainder are detected and skipped (shifted over) while producing Os as root digits.
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The resulting algorithm is quite similar to SRT division and needs the following additional
updating rule for Q and Q" registers:

9-j=0 = Q=Q0 Q"=Q’l

As in the carry-save version of SRT division with quotient digit set [—1, 1], discussed in Section
14.3, we can keep the partial remainder in stored-carry form and choose the next root digit
by inspecting a few most significant bits of the sum and carry components. The preceding
modifications in the algorithm, and the corresponding hardware realizations, are left to the reader.

21.4 HIGH-RADIX SQUARE-ROOTING

Square-rooting can be performed in higher radices using techniques that are quite similar to
those of high-radix division. The basic recurrence for fractional radix-r square-rooting is:

sV = rsU=0 _ g 2qUV 4 rig_))

As in the case of radix-2 nonrestoring algorithm in Section 21.3, we can use two registers Q and
Q" tohold ¢V~ and gU~" — r=J*1 respectively, suitably updating them in each step.

For example, with r = 4 and the root digit set [—2, 2], Q* will hold gt~ — 4=i+1 =
qY™P — 27242 Then, itis easy to see that one of the following values must be subtracted from
or added to the shifted partial remainder rsU—1:

g-j =2 Subtract 4¢Y~D 4272742 formed by double-shifting Q 010
g-j =1 Subtract 2¢U-D 422 formed by shifting Q 001
g-j=-1 Add 2¢qY=Y — 272/ formed by shifting Q* 111
g-j =2 Add 4qU=D —272%2 formed by double-shifting Q* 110

For ANSVIEEE standard floating-point numbers, a radicand in the range [1, 4) yields a root
in [1, 2). As a radix-4 number with the digit set [—2, 2], the root will have a single whole digit.
This is more than adequate to represent the root that is in [1, 2). In fact, the first root digit can
be restricted to [0, 2], though not to [0, 1], which at first thought might appear to be adequate
(why not?).

The updating rules for Q and Q” registers are again easily derived:

g-j= 2 = Q:=Q 10 Q*:=Q 01
g-j=1 = Q:=Q 01 Q*:=Q 00
g-j=0 = Q:=Q 00 Q:=Q" 1
g-j=1 = Q=Q"11 Q*:=Q*10
g-j =2 = Q:=Q*10 Q*:=Q*0l

In this way, the root is obtained in standard binary form without a need for a final conversion
step (conversion takes place on the fly).
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As in division, root digit selection can be based on examining a few bits of the partial
remainder and of the partial root. Since only a few high-order bits are needed to estimate the
next root digit, s can be kept in carry-save form to speed up the iterations. One extra bit of each
component of s (sum and carry) must then be examined for root digit estimation.

In fact, with proper care, the same lookup table can be used for quotient digit selection in
division and root digit selection in square-rooting. To see how, let us compare the recurrences
for radix-4 division and square-rooting:

Division: s =450-D —g_;d

Square-rooting: s = 4sU~D —g_;(2qY™" +47/q_))

To keep the magnitudes of the partial remainders for division and square-rooting comparable,
thus allowing the use of the same tables, we can perform radix-4 square-rooting using the digit
set {1, -1/2, 0, 1/2, 1}. A radix-4 number with the latter digit set can be converted to a radix-4
number with the digit set [—2, 2], or directly to binary, with no extra computation (how?). For
details of the resulting square-rooting scheme, see [Omon94, pp. 387-389].

21.5 SQUARE-ROOTING BY CONVERGENCE

In Section 16.3, we used the Newton—Raphson method for computing the reciprocal of the
divisor d, thus allowing division to be performed by means of multiplications with more rapid
convergence. To use the Newton—Raphson method for computing ,/z, we choose f (x) = xt—z
which has a root at x = ,/z. Recall that the Newton—Raphson iteration is:

KD — O F&)
f1&®)

Thus, the function f(x) = x? —z leads to the following convergence scheme for square-rooting:
D = 05D 4 z/x®)

Each iteration involves a division, an addition, and a single-bit shift. As was the case for

reciprocation, it is easy to prove quadratic convergence of x to /z. Let §; = 7 — x@_ Then:
@ @)

. xV +z/x
di1 =7 —xT =z~ —5/——

—(ﬁ—x(i))2 B _3i2
2x® T 2x@

Since 8;.1 is always negative, the recurrence converges to /z from above. Let z be in the
range 1 < z < 4 (as in square-rooting with IEEE floating-point format). Then, beginning with
the initial estimate x©@ = 2, the value of x® will always remain in the range 1 < x) < 2. This
means that |8; 1| < 0.582.

An initial table-lookup step can be used to obtain a better starting estimate for /z. For
example, if the initial estimate is accurate to within 278 then three iterations would be sufficient
to increase the accuracy of the root to 64 bits.
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B Example 21.1 Suppose we want to compute the square root of z = (2.4);, and
the initial table lookup provides the starting value x® = 1.5, accurate to 10~'. Then,
we will go through the following steps to find the result to eight decimal positions
(accurate to 108):

x©@ (read out from table) = 1.5 Accurate to 107!
xW =0.5(x@ +2.4/x®) = 1.550 000 000 Accurate to 10~2
x =050 +2.4/xD) =1.549 193 548  Accurate to 10~4
x® =05(x® +2.4/xP) = 1.549 193 338 Accurate to 10~3

Instead of referring to a table to get an estimate of /2, one can use an approximating
function that is easy to compute. In the case of fractional square-rooting, that is, with z in [0.5,
1), the approximation (1 + z) /2 provides a good starting value without requiring any arithmetic.
The error is 0 at z = 1 and reaches its maximum value of 0.75 — /0.5 ~ 0.0429, or about
6.07%, at z = 0.5.

For integer operands, a starting approximation with the same maximum error of 6.07% can
be found as follows [Hash90]. Assume that the most significant 1 in the binary representation
of an integer-valued radicand z is in position 2m — 1 (if the most significant 1 is not in an odd
position, simply double z and multiply the resulting square root by 1/4/2 ~ 0.707 107). Then,
we have z = 22"=1 4 7%t with O < 7 < 227~1 "We claim that the starting approximation

x(O) — 2m71 + 2—(m-1»1)Z — (3 x 2m—2) + 2~(m+l)Zrest

which can be obtained from z by counting the leading zeros and shifting, has a maximum relative
error of 6.07%. The difference between (x®)? and z is:

A =x?2

=9 x 22m—4) n 324""5[ " 2_2(m+1)(zrest)2 _ (22m—1 + Zrest)

g T —2(m+1) ¢ _resty2
=2 1 +2 @)

Zrest(l _ 272m Zresl)
4

Since the derivative of A with respect to 7™ is uniformly negative, we only need to check
the two extremes to find the worst-case error. At the upper extreme (i.e., for ¢ a 22m—1y,
we have A ~ 0. At the lower extreme of z** = 0, we find A = 22"~4_ For this latter case,
x©/ /7 =3/v/8 ~ 1.0607.

Schwarz and Flynn [Schw96] propose a general hardware approximation method and
illustrate its applicability to the square-root function. Their method consists of generating a
number of Boolean terms (bits or “dots”) such that when these terms are added by the same
hardware that is used for multiplication, the result is a good starting approximation for the desired
function. In the case of square-rooting, they show that adding about 1000 gates of complexity to
a 53-bit multiplier allows for the generation of a 16-bit approximation to the square root, which
can then be refined in only two iterations.

The preceding convergence method involves a division in each iteration. Since division
is a relatively slow operation, especially if a dedicated hardware divider is not available,

— 22m—4 —
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division-free variants of the method have been suggested. One such variant relies on the avail-
ability of a circuit or table to compute the approximate reciprocal of a number. We can rewrite
the square-root recurrence as follows:

XD — @ +0.5(1/x(i))(z _ (x(i))2)

Let ¥ (x®) be an approximation to 1/x® obtained by a simple circuit or read out from a
table. Then, each iteration requires a table lookup, a one-bit shift, two multiplications, and two
additions. If multiplication is much more than twice as fast as division, this variant may be more
efficient. However, note that because of the approximation used in lieu of the exact value of
the reciprocal 1/x@, the convergence rate will be less than quadratic and a larger number of
iterations will be needed in general.

Since we know that the reciprocal function can also be computed by Newton—Raphson
iteration, one can use the preceding recurrence, but with the reciprocal itself computed iteratively,
effectively interlacing the two iterative computations. Using the function f(y) = 1/y — x to
compute the reciprocal of x, we find the following combination of recurrences:

x(i+l) — O.5(.x(i) 4 Zy(i))
y(i+1) — y(i)(z _ x(i)y(i))
The two multiplications, of z and x by y® can be pipelined for improved speed, as discussed

in Section 16.5 for convergence division. The convergence rate of this algorithm is less than
quadratic but better than linear.

g Example 21.2 Suppose we want to compute the square root of z = (1.4).
Beginning with x©@ = y© = 1.0, we find the following results:

xO — 1.0

yO = 1.0

xM =0.5x@ + 1.4y@) = 1.200 000 000
y =3O — x©y®) = 1,000 000 000
x® =0.5D +1.4yD)y = 1.300 000 000
y(2) — y(l) (2 _x(l)y(l)) = (.800 000 000
x® =0.5x?@ 4 1.4y?@) = 1.210 000 000
y® =y@ 2 — x@y@) = 0.768 000 000
x® =05x® +1.4y®) = 1.142 600 000
y® =332 - x®y3) = 0.822312960
x® =0.5a® 4+ 1.4yP) = 1.146 919 072
y& = @2 — x@y@) = 0872001 394
x® =050 +1.4y®) = 1183860512~ /1.4

A final variant, that has found wider application in high-performance processors, is based on
computing the reciprocal of /7 and then multiplying the result by z to obtain ,/z. We can use the
function f(x) = 1/x? — z that has a root at x = 1/./z for this purpose. Since f'(x) = —2/x°,
we get the recurrence:
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D) = 0.5xD(3 — z(x@)?)

Each iteration now requires three multiplications and one addition, but quadratic convergence
leads to only a few iterations with a suitably accurate initial estimate.

The Cray-2 supercomputer uses this last method [Cray89]. An initial estimate x@ for
1/4/7 is plugged into the equation to obtain a more accurate estimate x1). In this first iteration,
1.5x@ and 0.5(x@)? are read out from a table to reduce the number of operations to only one
multiplication and one addition. Since x") is accurate to within half the machine precision, a
second iteration to find x?, followed by a multiplication by z, completes the process.

| Example 21.3 Suppose we want to obtain the square root of z = (.5678)¢, and
the initial table lookup provides the starting value x© = 1.3 for 1/,/z. We can then to
find a fairly accurate result by performing only two iterations, plus a final multiplicatin
by z.

x© (read out from table) =13

xD = 0.5x@3 - 0.5678(x@)2) = 1.326 271 700
x@ =0.5xM 3 - 0.5678(xD)2) = 1.327 095 128
VIR xx? = 0.753 524 613

21.6 PARALLEL HARDWARE SQUARE-ROOTERS

As stated in Section 21.2 in connection with the restoring square-rooter depicted in Fig. 21.5,
and again at the end of Section 21.4, the hardware realization of digit-recurrence square-rooting
algorithms (binary or high-radix) is quite similar to that of digit-recurrence division. Thus, it is
feasible to modify divide or multiply/divide units (Fig. 15.9) to also compute the square-root
function. An extensive discussion of design issues is available elsewhere [Zura87]. Similar ob-
servations apply to convergence methods that perform various combinations of multiplications,
additions, and shifting in each iteration.

It is also possible to derive a restoring or nonrestoring array square-rooter directly from
the dot notation representation of Fig. 21.3 in a manner similar to the derivation of the array
dividers of Section 15.5 from the dot notation representation of division in Figure 13.1. Fig. 21.7
depicts a possible design for an 8-bit fractional square-rooter based on the nonrestoring algo-
rithm. The design uses controlled add/subtract cells to perform the required subtraction/addition
prescribed by the nonrestoring square-rooting algorithm depending on the sign of the preceding
partial remainder.

The reader should be able to understand the operation of the array square-rooter of Fig. 21.7
based on our discussion of nonrestoring square-rooting in Section 21.3, and by comparison to
the nonrestoring array divider in Fig. 15.8. The design of a restoring array square-rooter is left
as an exercise.
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Fig. 21.7 Nonrestoring array square-rooter built of controlled add/subtract cells.

Decimal square-rooting Using the pencil-and-paper square-rooting algorithm:

a. Compute the four-digit integer square root of the decimal number (12 34 56 78)y.
b. Compute the square root of the decimal fraction (.4321),., with four fractional digits.
¢. Repeat part b, this time obtaining the result rounded to 4 fractional digits.

Integer square-rooting Compute the 8-bit square root of the unsigned radicand z =
(1011 0001 0111 1010)wo-

a. Use the restoring radix-2 algorithm.

b. Use the nonrestoring radix-2 algorithm.

c. Convert the number to radix 4 and compute the square root in radix 4, using the
pencil-and-paper method.

Fractional square-rooting Compute the 8-bit square root of the unsigned fractional
radicand z = (.0111 1100).yo.

a. Use the restoring radix-2 algorithm, with the result rounded to 8 bits.

b. Repeat part a with the nonrestoring radix-2 algorithm.

¢. Convert the number to radix 4 and compute the square root in radix 4, using the
pencil-and-paper method.
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214

215

21.6

21.7

21.8

21.9

21.10

Programmed square-rooting Write an assembly-language program similar to the
division program in Fig. 13.4 for computing the square root of a 2k-bit binary integer
using the restoring shift/subtract algorithm.

Combinational square-rooter A fully combinational multiplier circuit computing p =
ax can be used as a squarer by connecting both its inputs to x, leading to the output
p = x*. A fully combinational divider circuit computes ¢ = z/d. If we feed back the
quotient output g to the divisor input d, can we expect to get ¢ = ./z at the output?
Discuss.

Restoring square-rooter For the restoring square-rooter in Fig. 21.5:

a. Explain the initial placement of z — 1 in the partial remainder register.
b. Explain the two unlabeled input bits on the left side of the adder (dotted lines).

¢. Explain the alignment of the two inputs to the adder (i.e., Which bits of the partial
remainder register are added to the complement of the partial square root?).

d. Provide a complete logic design for the root digit selection block.

Nonrestoring square-rooter Consider the hardware implementation of a nonrestoring
square-rooter.

a. Draw ablock diagram similar to Fig. 21.5 for the hardware, assuming that the partial
remainder is kept is standard binary form.

b. Repeat part a for a nonrestoring square-rooter that keeps the partial remainder in
stored-carry form.

¢. Provide a complete logic design for the root digit selection block in part b.

High-radix integer square-rooting Compute the 8-bit square root of the following
16-bit unsigned binary numbers using the radix-4 square-rooting algorithm of Section
21.4. Do not worry about the process of selecting a root digit in [—2, 2]; that is, use a
trial-and-error approach.

a. 00110001 0111 1010

b. 01110001 0111 1010

¢. 1011 0001 0111 1010

High-radix fractional square-rooting Given the radicand z = 0.0111 1100, compute
the square root ¢ = 0.g_1g_; - - - ¢_g and remainder s = 0.0000 000r_g - - - r_¢ using:
a. The radix-2 restoring algorithm.

b. The radix-4 algorithm with root digit set [~2, 2]. Hint: Preshifting is required to
make the root representable with the given digit set.

High-radix square-rooting Consider the radix-4 square-rooting algorithm discussed
in Section 21.4

a. Develop a p—q plot (similar to the p—d plot in high-radix division) for this algorithm
and discuss the root digit selection process.
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b. Draw ablock diagram of the hardware required to execute the radix-4 square-rooting
algorithm. In particular, show the complete logical design of the elements needed
to update the registers Q and Q.

¢. Derive the add/subtract rules and the updating process for Q and Q" in radix-8
square-rooting with the root digit set [—4, 4].

d. Briefly discuss the cost-effectiveness of the radix-8 square-rooter of part c compared
to the simpler radix-4 implementation.

Rounding of the square root

a. Prove that rounding of a fractional square root (see the end of Section 21.2) can be
done by generating an extra digit of the result and that the equivalent of the “sticky
bit” is not required (i.e., the midway case never arises).

b. Show that as an alternative to the extra iteration, the rounding decision can be based
on whether s < g (truncate) or s’ > ¢ (round up).

Approximating the square-root function Show that (1+z)/2 is a good approximation
to ,/z in the extended range 0.5 < z < 2 (in Section 21.5, we dealt with the range
0.5 < z < 1). Demonstrate that the approximation is still easy to obtain and analyze
its worst-case error. Is the extended range of any help in computing the square root of a
floating-point number?

Approximating the square-root function

a. Formulate and prove a theorem similar to Theorem 16.1 (concerning the initial
multiplicative factor in convergence division) that relates the accuracy of the square
root approximation to the required table size.

b. Identify any special case that might allow smaller tables.

Convergence square-rooting Discuss the practicality of the following method for
convergence square-rooting. Initially, the square root of a radicand in [1, 4) is known to
bein [1, 2). The interval holding the square root is iteratively refined by a binary search
process: the midpoint m = (I + u)/2 of the current interval [/, u) is squared and the
result compared to the radicand to decide if the search must be restricted to [/, m) or to
[m, u) in the next iteration.

Convergence square-rooting

a. Derive a convergence scheme for square-rooting using the Newton-Raphson
method and the function f(x) = z/x? — 1.

b. Show that with x©@ = y©@ = 1, the pair of iterative formulas x*+1 = x@ + y@
and y@tD = x® 4 y@ converges to x™ /y™ = /7.

Square-rooting by convergence Consider square-rooting by convergence when the
radicand z is in the range [1, 4), intermediate computations are to be performed with 60
bits of precision after the radix point, and a lookup table is used to provide an initial
estimate for the square root that is accurate to within 4278, Identify the best approach by
determining the required table size and analyzing the convergence methods described
in Section 21.5. Assume that hardware add, multiply, and divide times are 1, 3, and 8
units, respectively, and that shifting and control overheads can be ignored.
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Chapter
22 |THE CORDIC

ALGORITHMS

In this chapter, we learn an elegant convergence method for evaluating
trigonometric and many other functions of interest. We will see that, some-
what surprisingly, all these functions can be evaluated with delays and hard-
ware costs that are only slightly higher than those of division or square-
rooting. The simple form of CORDIC is based on the observation that if a
unit-length vector with end point at (x, y) = (1, 0) is rotated by an angle z,
its new end point will be at (x, y) = (cos z, sin z). Thus, cos z and sin z can
be computed by finding the coordinates of the new end point of the vector
after rotation by z. Chapter topics include:

22.1 Rotations and Pseudorotations
22,2 Basic CORDIC Iterations

22.3 CORDIC Hardware

22.4 Generalized CORDIC

22.5 Using the CORDIC Method
22.6 An Algebraic Formulation

22.1 ROTATIONS AND PSEUDOROTATIONS

Consider the vector OE"” in Fig. 22.1, having one end point at the origin O and the other at E©
with coordinates (x®, y@). If OE® is rotated about the origin by an angle "), as shown in
Fig. 22.1, the new end point E¢*1 will have coordinates (x“*V, y(¢+D) satisfying:

20D = x®D cog ¢ — 3O gin @@

£® — 30 tan o
" (1 + tan? a®)12

D) — 3y cog @@ 4 xO gin o® [Real rotation]

y
y(f) +x(i) tan o®
T (1 +tan? a®)1/2
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LD =0 g
where the variable z allows us to keep track of the total rotation over several steps. More
specifically, z*) can be viewed as the residual rotation still to be performed; thus z¢*1 is the
updated version of z) after rotation by «®. If z(® is the initial rotation goal and if the o”
angles are selected at each step such that 7™ tends to 0, the end point E" with coordinates
(x™, ym)y will be the end point of the vector after it has been rotated by the angle z(©.

In the CORDIC computation method, which derives its name from the coordinate rotations
digital computer designed in the late 1950s, rotation steps are replaced by pseudorotations as
depicted in Fig. 22.1. Whereas a real rotation does not change the length R®) of the vector, a
pseudorotation step increases its length to:

R(i+1) — R(i)(l +tan2 a(i))l/z

The coordinates of the new end point E'“*+1 after pseudorotation are derived by multiplying
the coordinates of E/*? by the expansion factor (1 + tan? «)!/2. The pseudorotation by the
angle ") is thus characterized by the equations:

XD = @ _ 30 gy o®

y(iH) = y(i) +x9 tan o® [Pseudorotation]
Z(i+1) — Z(i) —a®

Assuming x@ = x, y©@ =y, and (@ = z, after m real rotations by the angles ™, @, .. .,
a™, we have:

x™ = x cos (Z a(“) —y sin (Za(i)>
y™ =y cos (Z a(i)) + x sin (ZM”)
ORI (Za(z‘))

After m pseudorotations by the angles o, @, ..., o™ with x© = x,y® = y, and
7@ = z, we have:

Fig. 22.1 A pseudorotation step in
CORDIC.

4 £ (+1)

(x(+1), yi1)
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x™ = (x cos (Z a(i)) — y sin (Z a(i))) I_[(l + tan? o®)1/2
=K (x cos (Z a(i)) — ¥ sin (Za(i)))
xMm = y cos (Z a(i)) + x sin (Z a(i))) n(l + tan? o)1/2 [%]

=K (y cos (Z a‘i)) + x sin (Za(i)))
M = (Zam)

The expansion factor K = [[(1 + tan?> «@)!/? depends on the rotation angles oV,
o .. '™ However, if we always rotate by the same angles, with positive or negative signs,
then K is a constant that can be precomputed. In this case, using the simpler pseudorotations
instead of true rotations has the effect of expanding the vector coordinates and length by a
known constant.

22.2 BASIC CORDIC ITERATIONS

To simplify each pseudorotation, pick o) such that tan o® = d;27, d; € {—1, 1}. Then:

KD 3O _ gy (g
yHD = y@ 4 g x O~ [CORDIC iteration]

z(i+1) — z(i) ~d; tan—l 2—[

The computation of x“* or y(*D requires an i-bit right shift and an add/subtract. If the
function tan~! 27 is precomputed and stored in a table (see Table 22.1) for different values
of i, a single add/subtract suffices to compute ¢+, Each CORDIC iteration thus involves two
shifts, a table lookup, and three additions.

If we always pseudorotate by the same set of angles (with + or — signs), then the expansion
factor K is a constant that can be precomputed. For example, to pseudorotate by 30 degrees, we
can pseudorotate by the following sequence of angles that add up to ~ 30°.

30.0 ~450—-266+140—-71+36+18-09+04-02+0.1
=30.1

In effect, what actually happens in CORDIC is that z is initialized to 30° and then, in
each step, the sign of the next rotation angle is selected to try to change the sign of z; that
is, we choose d; = sign(z®), where the sign function is defined to be —1 or 1 depend-
ing on whether the argument is negative or nonnegative. This is reminiscent of nonrestor-
ing division.

Table 22.2 shows the process of selecting the signs of the rotation angles for a desired
rotation of +30°. Figure 22.2 depicts the first few steps in the process of forcing z to 0.
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TABLE 22.1
Approximate value of the function e/ = tan-1 2-,
in degrees, for0 <i <9

i e
0 45.0
1 26.6
2 14.0
3 7.1
4 3.6
5 1.8
6 0.9
7 0.4
8 0.2
9 0.1

In CORDIC terminology, the preceding selection rule for d;, which makes z converge to
0, is known as “rotation mode.” We rewrite the CORDIC iterations as follows, where ¢ =
tan~! 27%:
XD — @ _ g oy
y(i+1) — y(i) + df(Z_ix(i))
2D = 70 _ g ©

After m iterations in rotation mode, when 7z is sufficiently close to 0, we have ) a® =z,
and the CORDIC equations [*] become:

TABLE 22.2
Choosing the signs of the rotation
angles to force z to 0

i zZ0 gl = Z+D
0 +300 — 450 = -150
1 -150 4+ 266 = +I11.6
2 +116 — 140 = =24
3 =24 4+ 71 = 447
4 +47 — 3.6 = +1.1
5 +11 - 18 = =07
6 -07 + 09 = 402
7 +02 - 04 = -02
8 —-02 + 02 = +0.0
9 +00 — 01 = -0.1
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y x(0), y (0) Fig. 22.2 The first three of 10
pseudorotations leading from (x©@, y©@) to
(x19,0) in rotating by +30°.

x" = K(x cos z —y sin 2)

y™ = K(y cos z+x sin z) [Rotation mode]
2 =0
Rule: Choose d; € {—1, 1} such that 7 — 0.

The constant K in the preceding equations is K = 1.646 760 258 121 - - -. Thus, to compute
cos z and sin z, one can start with x = 1/K = 0.607 252 935--- and y = 0. Then, as z™
tends to 0 with CORDIC iterations in rotation mode, x™ and y® converge to cos z and sin z,
respectively. Once sin z and cos z are known, tan z can be obtained through division if necessary.

For k bits of precision in the resulting trigonometric functions, k CORDIC iterations are
needed. The reason is that for large i, we have tan~! 27 ~~ 27/, Hence, for i > k, the change in
z will be less than ulp.

In rotation mode, convergence of z to 0 is possible because each angle in Table 22.1 is
more than half the previous angle or, equivalently, each angle is less than the sum of all the
angles following it. The domain of convergence is —99.7° < z < 99.7°, where 99.7° is the sum
of all the angles in Table 22.1. Fortunately, this range includes angles from —90° to +-90°, or
[—7/2, 7 /2] in radians. For outside the preceding range, we can use trigonometric identities to
convert the problem to one that is within the domain of convergence:

cos(z£2jm) =cosz sin(z +2j7) =sing
cos(z—m) = —cosz sin(z—m) = —sing

Note that these transformations become particularly convenient if angles are represented
and manipulated in multiples of 7 radians, so that z = 0.2 really means z = 0.27 radian or
36°. The domain of convergence then includes [—1/2, 1/2], with numbers outside this domain
converted to numbers within the domain quite easily.

In a second way of utilizing CORDIC iterations, known as “vectoring mode,” we make y
tend to zero by choosing d; = —sign(x?y®). After m iterations in vectoring mode we have
tan(}_ a®) = —y/x. This means that:

m g [x cos (Z a(i)) —y sin (Z a(i))]
_ K=y n(za®)
[1+ tan? (3 a(i))]m
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_ K@ +yHx)
(L y2 )
— K(X2+y2)1/2
The CORDIC equations [*] thus become:
x(m) — K(x2 + y2)1/2
y™ =0 [Vectoring mode]

2™ =z +tan"(y/x)
Rule: Choose d; € {—1, 1} such that y — 0.

One can compute tan~!y in vectoring mode by starting with x = 1 and z = 0. This computation
always converges. However, one can take advantage of the identity

tan~!(1/y) = 7/2~tan"ly

to limit the range of fixed-point numbers that are encountered. We will see later, in Section 22.5,
that the CORDIC method also allows the computation of other inverse trigonometric functions.

22.3 CORDIC HARDWARE

A straightforward hardware implementation for CORDIC arithmetic is shown in Fig. 22.3. It
requires three registers for x, y, and z, a lookup table to store the values of ¢ = tan~1 27 and
two shifters to supply the terms 2~%x and 2"y to the adder/subtractor units. The d; factor (—1
or 1) is accommodated by selecting the (shifted) operand or its complement.

Of course, a single adder and one shifter can be shared by the three computations if a
reduction in speed by a factor of about 3 is acceptable. In the extreme, CORDIC iterations
can be implemented in firmware (microprogram) or even software using the ALU and general-
purpose registers of a standard microprocessor. In this case, the lookup table supplying the terms
e® can be stored in the control ROM or in main memory.

Fig. 22.3 Hardware elements needed for

I ; B the CORDIC method.
Shif
e
[

Lo —— o0

Lookup
table
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Where high speed is not required and minimizing the hardware cost is important (as in
calculators), the adders in Fig. 22.3 can be bit-serial. Then with k-bit operands, O(k?) clock
cycles would be required to complete the kK CORDIC iterations. This is acceptable for handheld
calculators, since even a delay of tens of thousands of clock cycles constitutes a small fraction
of a second and thus is hardly noticeable to a human user. Intermediate between the fully
parallel and fully bit-serial realizations are a wide array of digit-serial (say decimal or radix-16)
implementations that provide trade-offs of speed versus cost.

22.4 GENERALIZED CORDIC

The basic CORDIC method of Section 22.2 can be generalized to provide a more powerful tool
for function evaluation. Generalized CORDIC is defined as follows:

XD = xO _ g @i
y(i = y(i) +dix®27¢ [Generalized CORDIC iteration]
20D = 20 g

Note that the only difference with basic CORDIC is the introduction of the parameter 4 in the
equation for x and redefinition of ). The parameter w can assume one of three values:

u= 1 Circular rotations (basic CORDIC) e = tan~!2~"
u= 0 Linear rotations e =27
w = —1 Hyperbolic rotations e®) = tanh™127¢

Figure 22 4 illustrates the three types of rotation in generalized CORDIC.

For the circular case with u = 1, we introduced pseudorotations that led to expansion of
the vector length by a factor (1 + tan? &?)!/2 = 1/ cos «” in each step, and by K = 1.646 760
258 121 - - - overall, where the vector length is the familiar R%) = \/x? + y2. With reference
to Fig. 22.4, the rotation angle AOB can be defined in terms of the area of the sector AOB as
follows:

2(area AOB)

angle AOB =
& (OUy?

The following equations, repeated here for ready comparison, characterize the results of
circular CORDIC rotations:

x™ = K(x cos z—y sin 2)
y™ = K(y cos z + x sin z) [Circular rotation mode]
zZm = 0

Rule: Choose d; € {—1, 1} such that z — 0.
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XM = K2 4yl

ym™ =0 [Circular vectoring mode]
2™ = 7z +tan"(y/x)

Rule: Choose d; € {—1, 1} such that y — 0.

In linear rotations corresponding to u = 0, the end point of the vector is kept on the line x = x©
and the vector “length” is defined by R = x®. Hence, the length of the vector is always its
true length OV and the scaling factor is 1 (our pseudorotations are true linear rotations in this
case). The following equations characterize the results of linear CORDIC rotations:

xm = x
ym =y +xz [Linear rotation mode]
7™ = 0

Rule: Choose d; € {—1, 1} such that z — 0.

xm = x
ym™ =0 [Linear vectoring mode]
™= z+y/x

Rule: Choose d; € {—1, 1} such that y — 0.

Hence, linear CORDIC rotations can be used to perform multiplication (rotation mode, y = 0),
multiply-add (rotation mode), division (vectoring mode, z = 0), or divide-add (vectoring mode).

In hyperbolic rotations corresponding to ;¢ = —1, the rotation “angle” EOF can be defined
in terms of the area of the hyperbolic sector EOF as follows:

2(area EOF)

le EOF =
angle (OW)?

The vector “length” is defined as R”) = ,/x2 — y2, with the length expansion due to pseu-
dorotation being (1 — tanh® ¢®)!/2 = 1/cosha®. Because cosh «® > 1, the vector length
actually shrinks, leading to an overall shrinkage factor K’ = 0.828 159 360 960 2 - - - after all
the iterations. The following equations characterize the results of hyperbolic CORDIC rotations:

x = K'(x cosh z + y sinh z)

y™ = K(y cosh z + x sinh z) [Hyperbolic rotation mode]
Zm = ¢

Rule: d; € {—1, 1} such that z — 0.

£ (m)

Il

K(x2 = y2)172

ym™ =0 [Hyperbolic vectoring mode]
2™ = z4tanh~!(y/x)

Rule: d; € {—1, 1} such that y — 0.

Hence, hyperbolic CORDIC rotations can be used to compute the hyperbolic sine and cosine
functions (rotation mode, x = 1/K’, y = 0) or the tanh~! function (vectoring mode, x = 1,z =
0). Other functions can be computed indirectly, as we shall see shortly.
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Fig. 22.4 Circular, linear, and
hyperbolic CORDIC.

Convergence of circular CORDIC iterations was discussed in Section 22.2. Linear CORDIC
iterations trivially converge for suitably restricted values of z (rotation mode) or y (vector-
ing mode). For hyperbolic CORDIC iterations, ensuring convergence is a bit more tricky,
since whereas tan~!(2-¢+D) > 0.5tan"!(27%), the corresponding relation for tanh, namely,
tanh~1(2=¢+D) > 0.5 tanh~!(27), does not hold in general.

A relatively simple cure is to repeat steps i = 4, 13,40, 121, ...,/,3j +1,.. . to ensure
convergence (each term is 1 more than 3 times the preceding term). In other words, the iterations
corresponding to the foregoing values of i are executed twice. The effect of these repetitions on
performance is minimal because in practice we always stop for m < 121. These repeated steps
have already been taken into account in computing the shrinkage constant K’ given earlier. With
these provisions, convergence in computing hyperbolic sine and cosine functions is guaranteed
for |z| < 1.13 and in the case of the tanh™' function, for |y| < 0.81.

The preceding convergence domains are more than adequate to compute the cosh, sinh, and
tanh~! functions over the entire range of arguments using the following identities that hold for
lz| <In 2 ~ 0.69:

cosh(g In2+7z) = 24" Y[cosh z + sinh z + 2724 (cosh z — sinh 7)]
sinh(q In2+z) = 297 [cosh z + sinh z — 2724 (cosh z — sinh 7)]
2—s 72’es> eln2

tanh~1(1 — 27%s) = tanh™!
245 —2"¢s 2

22.5 USING THE CORDIC METHOD

We have already seen that the generalized CORDIC method can directly compute sin, cos, tan™ L
sinh, cosh, tanh ™', as well as multiplication and division functions. To use CORDIC iterations
for computing these functions, it is necessary to check that the arguments are within the domain
of convergence and to convert the problem, if necessary, to one for which the iterations are
guaranteed to converge.
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Of course, somewhat more complex functions such as tan~!(y/x), y + xz, (x? + y)1/2,
(x2— y)1/2 and e* = sinh z+4cosh z, can also be directly computed with suitable initializations.
We will see shortly that some special cases of the above, such as (1 + w?)"/2 and (1 — w?)/2,
are quite useful in computing other functions.

Many other functions are computable by suitable pre- or postprocessing steps or by multiple
passes through the CORDIC hardware. Figure 22.5 provides a summary of CORDIC for ease of
reference and also contains formulas for computing some of these other functions. For example,
the tan function can be computed by first computing sin and cos and then performing a division,
perhaps through another set of (linear) CORDIC iterations. Similarly, the tanh function can be
computed through dividing sinh by cosh.

Computing the natural logarithm function, In w, involves precomputing y = w — 1 and
x = w + 1 via two additions and then using the identity:

In w =2 tanh™!
w41

w—l(

Logarithms in other bases (such as 2 or 10) can be obtained from the natural logarithm through
multiplication by constant factors. Thus, all such logarithms can be computed quite easily by
suitably modifying the constant 2 in the preceding equation.

Exponentiation can be done through CORDIC iterations by noting that

wt:etlnw

with the natural logarithm, multiplication, and the exponential function all computable through
CORDIC iterations.

The following procedures for computing the functions sin™
for square-rooting are also listed in Fig. 22.5:

1 cos™!, sinh!, cosh™?, and

1

coslw =tan"l(y/w) fory = /1 — w?

1

sin™'w =tanl(w/x) forx =+1—w?
cosh™'w =In(w + x) for x = /1 — w?
sinh™'w = In(w + x) for x = +/1+ w?
Jw =x2-y2 forx =w+1/4andy = w — 1/4

Modified forms of CORDIC have been suggested for computing still other functions or for
computing some of the aforementioned functions more efficiently. Some of these are explored
in the end-of-chapter problems.

From the preceding discussion, we see that a CORDIC computation unit can evaluate
virtually all functions of common interest and is, in a sense, a universally efficient hardware
implementation for evaluating these functions.

The number or iterations in CORDIC is fixed, to ensure that K and K’ remain constants.
In other words, if at some point during the computation in rotation (vectoring) mode z (y)
becomes 0, we cannot stop the computation, except of course for the linear version with i = 0.
Thus, it appears that we always need k iterations for k digits of precision. Recall that basic
sequential multiplication and division algorithms, discussed in Chapters 11 and 16, also involve
k shift/add iterations. Each iteration of CORDIC requires three shift/adds. Nevertheless, it is
quite remarkable that a large number of useful, and seemingly complicated, functions can be
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Rotation mode: d; = sign(z())  |Vectoring mode: d; = - sign(x{y ()
z0 5 0 yi 50
X 8 K(xcos z-ysinz) | x 8 KX +y2
p=1y—=o B K(ycos z+ xsin 2) | y =¥ B 0
Circular I f 4
z-9| C 0 z—p| C z+ tan™ ' (y/x)
el = | Forcos &sin, setx=1/K,y=0 Fortan—!, setx=1,z=0
tan=12-/
tan z=sin z/cos z cos~tw =tan—1[V1 - w2/w ]
sin~w =tan—1{w/ V1 - w2 |
X C X X C X
: :
u=0 —»> +xz —»> 0
Linear Y ? Y Y ?
z—{ C 0 zZ—| C Z+yix
o) =o-i
For multiplication, set y = 0 For division, set z=0
X 8 K'(x cosh z—ysinh 2)| x 8 K2 —y2
W= y = $ K'(ycosh z+ xsinh 2)| y $ 0
Hyperbolic| ,_g| ¢ 0 z—p|C z+ tanh~1(y/x)
el = | Forcosh & sinh, set x=1/K', y=0 Fortanti, setx=1,2=0
tanh—127 - -1 -1 1
tanh z = sinh 2/ cosh z In w=2 tanh I(;v Ww + )|2
i Nw= (w+ 1742 —(w—1/4)
eZ =sinh z+ cosh z ) Vi—w?
wt = et hw cosh1w=ln(w+ 1-w?)
sinh™'w=In(w+ V1 +w2)
In executing the iterations for . = -1, steps 4, 13,40, 121, ..., /, 3/+1, ...
must be repeated. These repetitions are incorporated in the constant K below.

x () = x () _ pa;(2-1y0) ne{-1,01},de {-1,1}
y(#) =y 4 d; (271 xD) K = 1.646 760258 121 ...
z(+) = z() — djel) K'= 0.828 159360960 2. . .

Fig. 22.5 Summary of generalized CORDIC algorithms.

computed through CORDIC with a latency that is essentially comparable to that of sequential
multiplication or division.

Note that it is possible to terminate the CORDIC algorithm with . # 0 before £ iterations,
or to skip some rotations, by keeping track of the expansion factor via the recurrence:

(K(i+1))2 — (K(l))l(l + 2—2i)

Thus, by using an additional shift/add in each iteration to update the square of the expansion
factor, we can free ourselves from the requirement that every rotation angle be used once and
only once (or exactly twice in some iterations of the hyperbolic pseudorotations). At the end,
after m iterations, we may have to divide the results by the square root of the (K 2 yalue thus
obtained. Given the additional variable to be updated and the final adjustment steps involving
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square-rooting and division, these modifications are usually not worthwhile and constant-factor
CORDIC is almost always preferred to the variable-factor version above.

Several speedup methods have been suggested to reduce the number of iterations in constant-
factor CORDIC to less than . One idea for circular CORDIC (in rotation mode) is to do k/2
iterations as usual and then combine the remaining k/2 iterations into a single step, involving
multiplication, by means of the following:

x®&/24D) G2 y(k/Z)z(k/Z)
y(k/2+1) — y(k/2) 4 x &/, (&/2)

K240 & _ /2y —

This is possible because for very small values of z, we have tan~! z &~ z ~ tan z. The expansion
factor K presents no problem because for e®) < 27%/2, the contribution of the ignored terms that
would have been multiplied by K is provably less than ulp. In other words, the same expansion
factor K can be used with k/2 or more iterations.

Like high-radix multiplication and division algorithms, CORDIC can be extended to higher
radices. For example, in a radix-4 CORDIC algorithm, d; assumes values in {—2, —1, 1, 2}
(perhaps with 0 also included in the set) rather than in {—1, 1}. The hardware required for the
radix-4 version of CORDIC is quite similar to Fig. 22.3, except that 2-to-1 multiplexers are
inserted after the shifters and the lookup table to allow the operand or twice the operand to be
supplied to the corresponding adder/subtractor. The contents of the lookup table will of course
be different for the radix-4 version. The number of iterations in radix-4 CORDIC will be half
that of the radix-2 algorithm.

Such high-radix algorithms are best understood in terms of additive and multiplicative
normalization methods discussed in Chapter 23.

22.6 AN ALGEBRAIC FORMULATION

Let us accept that the following iterations, with initial values 2@ = u and v@ = v, lead to the
computation of the exponential function v™ = ve* when u®™ is made to converge to 0 (we
will prove this in Section 23.3).

w0+D = O _ 1 O

pGFD = )0

Since cos z + j sin z = e/?, where j = /—1, we can compute both cos z and sin z by means
of the iterations above if we start with v©@ = 1 and u® = jz and use complex arithmetic.
Consider now the identity

a+ jb=+a?+b2 el = /a2 + b2 (cos 6 + j sin 6)
where 6 = tan~!(b/a) and suppose that we choose

o0 — l+j di2—i

1422
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with d; € {—1, 1}. Defining g) = tan~!(d;2~"), the complex number ¢’ can be written in the
form:

0 _ VT2 2% (cos g@ + j sin g®)

Jirze = exp(ig™)

This leads to:
In c(i) = jg¥ = j tan~'(d;27")

To make the multiplication needed for computing v'*!) simpler, we can replace our second
recurrence by:

VD — @00 /122 = (1 4 jdi27)

The effect of multiplying the right-hand side by ~/1 + 2=2 will change v™ = v¥e/* to:
m—1
o™ = y©@ei? 1_1 m
i=l

Thus, we can still get v = e/? by setting v©@ = 1/([]";' v/1+27%) instead of v = 1.
Note that in the terminology of circular CORDIC, the term []7;' +/T+ 277 is the expansion
factor K and the complex multiplication

w0t =01 4 jd27) = O + jy A+ jdi2™)
is performed by computing the real and imaginary parts separately:

XD = xO _ gy
YD = @ o gy @i
Note also that since the variable u is initialized to the imaginary number jz and then only
imaginary values j g are subtracted from it until it converges to 0, we can ignore the factor

j and use real computation on the real variable z = — ju®, which is initialized to z¥ = z,
instead. This completes our algebraic derivation of the circular CORDIC method.

22.1 Circular CORDIC arithmetic example

a. Use the CORDIC method to compute sin 45° and cos 45°. Perform all arithmetic
in decimal with at least six significant digits and show all intermediate steps. Note
the absolute and relative errors by comparing the results to exact values.

b. Since sin 45° = cos 45°, explain any difference in the accuracy of the two results.

c. Repeat partafortan™! 1.

22.2  Circular CORDIC arithmetic example

a. Use the CORDIC method to compute sin 30° and cos 30°. Perform all arithmetic
in decimal with at least six significant digits and show all intermediate steps. Note
the absolute and relative errors by comparing the results to exact values.
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22.3

224

22.5

22.6

22.7

22.8

b. Calculate tan 30° from the results of part a and discuss its error.

c. Repeat part a for tan~' 0.41421.

Generalized CORDIC arithmetic example Use (generalized) CORDIC iterations,
along with appropriate pre- and postprocessing steps, to compute the following. Use
decimal arithmetic with at least six digits.

a. sinh 1 and cosh 1
b. 60'5

c¢. tanh™! 0.9

d V2

e. In2

f. 23

Generalized CORDIC arithmetic in binary Use generalized CORDIC iterations,
along with appropriate pre- and postprocessing steps, to compute the following. Use
binary arithmetic with 8 bits after the radix point in all computations.

a. In(1.1011 0001)
b. exp(.1011 0001)

c. +/.1011 0001
d. /.1011 0001

Multiplication/Division via CORDIC The generalized CORDIC iterations withp =0

leave x unchanged and modify y and z as follows: y(+D = y@ 4 2-ix® G+D —
@ i

W = (£271).

a. Show how these iterations can be used to do multiplication and compare the pro-
cedure to basic (one-bit-at-a-time) sequential multiplication in terms of speed and
implementation cost.

b. Repeat part a for division.

CORDIC preprocessing Assume that angles are represented and manipulated in
multiples of 7 radians, as suggested near the end of Section 22.2.

a. Given an angle 7' in fixed-point format, with k whole and / fractional digits, the
computation of sin z’ can be converted to the computation of 4= sin z or £ cos z,
where z is in [—1/2, 1/2]. Show the details of the conversion process leading from
7 toz.

b. Repeat part a for cos z.
¢. Repeat part a when the input z is in 32-bit IEEE standard floating-point format.

Composite CORDIC algorithms Determine which of the functions listed in Section
22.5 requires the largest number of CORDIC iterations if it is to be evaluated solely by
a CORDIC computation unit and no other hardware element.

Truncated CORDIC iterations Verify that the difference between the CORDIC scale
factors for m and m/2 iterations [ie., K = K™ =[]/ (1 +27%)"/2 and K™/? =
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T (1 +27%)1/?] is less than 2™, thus justifying the truncated version of CORDIC
discussed in Section 22.5.

Scaling in CORDIC If in some step of the (generalized) CORDIC algorithm we
multiply both x and y by a common factor, the algorithm will still converge but the
result(s) would be larger than original values by the same factor. Such scaling steps can
be inserted at will, provided the product of all scaling factors is maintained and used
at the end to adjust the final results. In the special case that the product of all scaling
factors is a power of 2, the final adjustment consists of a shifting operation. How can
one use scaling steps to make (K )2, normally in [1, K?] for variable-factor CORDIC,
converge to 4?7

Circular CORDIC constant Show that the circular CORDIC constant K need not be
recomputed for each word length k and that it can be derived by simply truncating a
highly precise version to k bits. In other words, the first k bits of K ® will not change if
we compute it by multiplying more than k “expansion” terms to obtain K ) for some
m > k [Vach87].

Composite CORDIC algorithms

a. What would the final results be if the three output lines from the CORDIC com-
putation box at the top left corner of Fig. 22.5 were directly connected to the three
input lines of the box to its right?

b. Repeat part a for the two linear CORDIC boxes of Fig. 22.5.
¢. Repeat part a for the two hyperbolic CORDIC boxes of Fig. 22.5.

Convergence of hyperbolic CORDIC To ensure the convergence of the hyperbolic
version of CORDIC, certain steps must be performed twice. Consider the analogy
of having to pay someone a sum z of money using bills and coins in the following
denominations: $50, $20, $10, $5, $2, $1, $0.50, $0.25, $0.10, $0.05, and $0.01. The
sum must be paid to within $0.01 (i.e., an error of $0.01 in either direction is acceptable).
Every denomination must be used. For example, a $5 bill must be used, either in the
form of payment or by way of refund.

a. Prove or disprove that the goal can always be accomplished for z < $100 by giving
or receiving each denomination exactly once and a few of them exactly twice.

b. Add a minimum number of new denominations to the given list so that convergence
is guaranteed with each denomination used exactly once.

Algebraic formulation of CORDIC An algebraic formulation of circular CORDIC
iterations was presented in Section 22.6. Construct a similar formulation for the hyper-
bolic version of CORDIC.

Computing tan and cot via CORDIC The function tan zorcot z, for0 <z < & /4,
can be computed by first using circular CORDIC iterations to find sin z and cos z and
then performing a division. However, if we do not need sin z or cos z and are interested
only in tan z or cot z, we can use variable-factor CORDIC with no need to keep track of
the expansion factor [Omon94].

a. Use this method to compute tan 30°.
b. Use this method to compute cot 15°.
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c. Estimate the worst-case absolute error in tan z if we stop after k iterations.

d. Estimate the worst-case error in cot z if we stop after k iterations, and show that it
can be quite large for z ~ 0.

Redundant CORDIC algorithms The values of x, y, and z in CORDIC computations
can be represented in redundant form to speed up each iteration through carry-free
addition. A problem that must be overcome is that the sign of a redundant value cannot
be determined without full carry-propagation in the worst case. It has been suggested
[Taka91] that an estimate of the sign be obtained by looking at a few bits of the redundant
form, with the scale factor kept constant by (1) performing two rotations for every angle
(possibly in opposite directions), and (2) inserting corrective iterations in some steps,
the frequency of which is dependent on the accuracy of the sign estimation.

a.  Study the two methods and describe their implementation requirements.

b. Compare the two methods with respect to speed and implementation cost.

High-radix CORDIC algorithms Study the issues involved in high-radix CORDIC
algorithms and the differences between such algorithms with variable scale factor,
constant scale factor, and constant scale factor that is forced to be a power of 2 [Lee92].

Direct CORDIC method for inverse sine and cosine The CORDIC equations [*]
become x™ = K cos 6, y™ = K sin 0, and z™ = —@, where 6 = Y a®,if
we start with x = 1, y = 0, and z = 0. To compute cos™' u, we pick the rotation
directions (the digits d; in {—1, 1}) such that x converges to Ku. Then, z will converge
to —cos™' u. One way to make x converge to Ku is to compare x© to K@y at each
step. If x® > K®u, we subtract from it; otherwise we add to it. The problem with
this approach is that K® cannot be easily computed. However, if we perform each
CORDIC pseudorotation exactly twice, the factor K will be replaced by K2. Now, x
must be compared to (K “))?u, a value that can be easily calculated in each step by using
the recurrence 190 = t® 4 272 1 with +© = y [Maze93].

a. Supply the details of the algorithm for computing cos~! u, including the selection
rule for d;.

b. Repeat part a for sin™! u.

¢.  How do the methods of parts a and b compare to the methods shown in Fig. 22.5
for computing the sin~" and cos™ functions?
d. Show that the iterations above can also lead to the computation of v/1 — 2.

€. Show how a similar modification to generalized CORDIC iterations can be used for
computing the sinh™!, cosh™!, and /1 + «Z functions.

f.  Show that the use of double iterations extends the domain of convergence and that
it leads to the need for extra iterations (how many?).

[Dupr93] Duprat, J., and J.-M. Muller, “The CORDIC Algorithm: New Results for Fast VLSI

Implementation,” IEEE Trans. Computers, Vol. 42, No. 2, pp. 168178, 1993.
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Chapter

23

VARIATIONS IN FUNCTION
EVALUATION

The CORDIC method of Chapter 22 can be used to compute virtually all
elementary functions of common interest. Now we turn to other schemes for
evaluating some of the same functions. These alternate schemes may have
advantages with certain implementation methods or technologies or may
provide higher performance, given the availability of particular arithmetic
operations as building blocks. In addition, we introduce the notion of merged
arithmetic, a technique that allows us to optimize arithmetic computations at
the level of bit manipulations as opposed to the word-level arithmetic found
in CORDIC and other iterative methods. Chapter topics include:

23.1 Additive/Multiplicative Normalization
23.2 Computing Logarithms

23.3 Exponentiation

23.4 Division and Square-Rooting, Again
23.5 Use of Approximating Functions

23.6 Merged Arithmetic

23.1 ADDITIVE/MULTIPLICATIVE NORMALIZATION

378

We begin by introducing some terminology that is commonly used for characterizing iterative
function evaluation methods. Recall from Section 16.1 that a general convergence method is
characterized by two or three recurrences of the form:

WD = £ 40y w0 = £y )y
VD = g (u® () 0HD = g (D, ) D)
Wit = RO, @ @)

Beginning with the initial values «®, v© and perhaps w(©, we iterate such that one value, say
u, converges 1o a constant; v and/or w then converge to the desired function(s). The iterations
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are performed a preset number of times based on the required precision, or a stopping rule may
be applied to determine when the precision of the result is adequate.

Making u converge to a constant is sometimes referred to as “normalization.” If u is
normalized by adding a term to it in each iteration, the convergence method is said to be based on
additive normalization. If a single multiplication is needed per iteration to normalize u, then we
have a multiplicative normalization method. These two special classes of convergence methods
are important in view of the availability of cost-effective fast adders and multipliers.

Of course, since multipliers are slower and more costly than adders, we try to avoid
multiplicative normalization when additive normalization will do. However, multiplicative
methods often offer faster convergence, thus making up for the slower steps by requiring fewer of
them. Furthermore, when the multiplicative terms are of the form 1 £ 27, multiplication reduces
to shift and add/subtract

u(1£2% =u+2%

thus making multiplicative convergence just as fast as the additive schemes. Hence, both additive
and multiplicative convergence are useful in practice.

The CORDIC computation algorithms of Chapter 22 use additive normalization. The rate
of convergence for CORDIC is roughly one bit or digit per iteration. Thus, CORDIC is quite
similar to digit-recurrence algorithms for division and square-rooting in terms of computa-
tion speed. Convergence division and reciprocation, discussed in Chapter 16, offer examples
of multiplicative normalization. The rate of convergence is much higher for this class (e.g.,
quadratic). Trade-offs are often possible between the complexity of each iteration and the number
of iterations. Redundant and high-radix CORDIC algorithms, mentioned in Section 22.5, provide
good examples of such trade-offs.

In the next three sections, we examine convergence methods based on additive or multi-
plicative normalization for logarithm evaluation, exponentiation, and square-rooting. Similar
convergence methods exist for evaluating many other functions of interest (e.g., reciprocals,
cube roots, and trigonometric functions, both circular and hyperbolic).

23.2 COMPUTING LOGARITHMS

The logarithm function and its inverse (exponentiation) are important for many applications and,
thus, various methods have been suggested for their evaluation. For example, these functions
are needed for converting numbers to and from logarithmic number systems (Section 17.6). We
begin by discussing a method for computing 1n x. The following equations define a convergence
method based on multiplicative normalization in which multiplications are done by shift/add:
x D — OO = xDQ 44,27 d; e (~1,0,1}
D =@ _n ¢ =y® _1In(1 + d;27"

where In(1 +d;27") is read out from a table. Beginning with x© = x and y® = y and choosing
the d; digits such that x™ converges to 1, we have, after m steps:

x(m)zxnc(i)%l = l_[c(”%l/x

ym =y—Z Inc® :y—lnncm ~y-+Inx
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So starting with y = 0 leads to the computation of In x. The domain of convergence for this
algorithm is easily obtained:

! <x <
[Ta+27) =7 = [T —2)

We need £ iterations to obtain In x with  bits of precision. The reason is that for large i, we have
In(1+27") &~ +277_ Thus, the kth iteration changes the value of y by at most ulp and subsequent
iterations have even smaller effects.

Clearly, the preceding method can be used directly for x in [1, 2). Any value x outside [1, 2)
can be written as x = 295, with | < s < 2. Then:

or 021 <x <345

Inx =In(2%s) =g In2+1Ins
=0.693147180g +Ins

The logarithm function in other bases can be computed just as easily. For example, base-2
logarithms are computed as follows:

log, x =log,(2%s) = q + log, s
=g +log,e xIns =g + 1.442 695 041 Ins
A radix-4 version of this algorithm can be easily developed. For this purpose, we begin with
general, radix-r version of the preceding recurrences for x and y
x0T = xOp® = 3O 4 dry g € [—a, a]
D = y® _pp® — y© —In(1 4+ d;r ™)
where In(1 + d;r ) is read out from a table.

In practice, it is easier to deal with scaled values u® = r/(x® — 1), This scaled value must
then be made to converge to 0, using comparisons of the magnitude of ¥ with a few constants
to determine the next choice for d;. The scaled versions of the radix-r recurrences are:

ul*D = ru®” +d; + diuVr™y g e [—a,a]
YD =y —In(l + dir ™)

The following selection rules apply to d; € [—2, 2] for the radix-4 version of this algorithm

2 ifu <-13/8
I if -13/8 <u < -5/8
d; = 0 if-5/8<u<5/8
-1 if5/8<u<13/8
-2 ifu>13/8

provided u and y are initialized to 4(5x —1) and — In §, respectively, withd = 2if1/2 < x < 5/8
and § = 1if5/8 < x < 1. For justification of the preceding rules, see [Omon94 pp. 410-412].

We next describe a clever method [Lo87] that requires the availability of a fast multiplier
(actually a fast squarer would do). To compute base-2 logarithms, let y = log, x be a fractional
number represented in binary as (.y_;y_s - - - y_;)wo. Hence:
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x = 2Y = 2(y-1y-2y-3¥-1wo

2 — 22)’ — 2()’—1-}’—2)’—3~'Y—[)Lwo = yo1 = 1 iff X2 > 2

Thus, computing x> and comparing the result to 2 allows us to determine the most significant
bit y_; of y. If y_; = 1, then dividing both sides of the preceding equation by 2 yields:

x2 2(Ly-2y-3:Y-1wo

— — 2(«Y—Zy-3"')741)two
2 2

Subsequent bits of y can be determined in a similar way. The complete procedure for computing
log, x for 1 < x < 2is thus:

fori = 1toldo
x:=x2
ifx>2
then y_; = 1;x :=x/2
elsey_;, =0
endif
endfor

A hardware realization for the preceding algorithm is shown in Fig. 23.1.
Generalization to base-b logarithms is straightforward if one notes that y = log,, x implies:

x = b = ply-1y-2y-37y-Dwo

2 _ py = pO-1y-2y-3y-Dwo y_y = 1iff x2>b

Hence, the comparison with 2 in the base-2 version is replaced by a comparison with b for
computing base-b logarithms. If y_; = 1, then dividing both sides of the preceding equa-
tion by b allows us to iterate as before. However, since both comparison to b and division
by b are in general more complicated, the method is of direct interest only for bases that
are powers of 2. Note that logarithms in other bases are easily computed by scaling base-2
logarithms.

Fig. 23.1 Hardware elements needed for
Value > 2 iff computing log, x.

this bit is 1 \ Squarer

r log2x Initialized to x |

H>
Rad|x i
point Shift
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23.3 EXPONENTIATION

We begin by presenting a convergence method based on additive normalization for computing
the exponential function e*:

20D = O o = O _ In(1 +d;279)
y(i+1) — y(i)c(i) — y(i)(l +di2_i) d; € {—1,0, 1}

As before, In(1 +d;27) is read out from a table. If we choose the d; digits such that x converges
to 0, we have after m steps:

xM™ =y — Zlnc(i) ~0 = Zlncm RS X
ym = ync(z‘) =y Plnfc® _ y eZnc? o y e
The domain of convergence for this algorithm is easily obtained:
Dolmd-27)<x <Y mA+27) or —124<x<156

The algorithm requires k iterations to provide the result with k bits of precision. This is true
because in the kth iteration, In(1£27%) ~ +27* is subtracted from x. The effect of all subsequent
changes would be less than ulp. Half the k iterations can be eliminated by noting that for £ < ulp,
we have:

1n(1+8):s—82/2+83/3_...@£

So when x&) = 0.00---00xx - - - xx, with k/2 leading zeros, we have In(l + xy & xW),
allowing us to perform the computation step

xUTD = O _ 4 —
y(j-H) =y(j)(1 +x(}'))

to terminate the algorithm. This termination process replaces the remaining iterations with a
single (true) multiplication.

Clearly, the preceding method can be used directly for x in (—1, 1). Any value x outside
(—1, 1) can be written as 27 5, for —1 < s < 1 and some integer g. Then, the following equality,
where squaring or square-rooting is done |¢| times, will hold:

e =) = () ifg=0

=y Ve ifg<0

A more efficient method is as follows. Rewrite x as x (log, e)(In 2) and let x(log, e) = h + f,
with A an integer and f a fraction. Then:

& = e(xlogze)ln2 — e(h+f)1n2

:eh1n2€fln2 — 2h efan
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Hence, one can premultiply x by log, e = 1.442 695 041 - - - to obtain & and f, multiply f by
In2 = 0.693 147 180--- to get u = fIn2, and then compute 2t e* by using the exponential
algorithm followed by shifts (or exponent adjustment).

A radix-4 version of the algorithm for computing e* can be easily developed. Again, begin
with the general radix-r version of the recurrences for x and y:

0D = xD _ne® = xD —In(1 +dir™)
YD =y = O +dir™)  di €l-a,a]
where In(1 4+ d;r~) is read out from a table. As for the radix-4 natural logarithm function, we
convert the two recurrences to include scaled values u® = rix®, comparing the magnitude
of u® with a few constants to determine the next choice for d;. Scaled versions of the radix-r
recurrences for the exponential function are:
u D = r@® — i In(1 + dir ™))
YD =@ 4 dir iy d € [-a,a]

Assuming d; € [—2, 2], selection rules for the radix-4 version of this algorithm are:

2 ifu<-—11/8
1 if—11/8 <u < —3/8

d=1 0 if-3/8<u<3/8
-1 if3/8<u<11/8
~2 ifu>11/8

provided u and y are initialized to 4(x —§) and &%, respectively, with§ = —1/2ifx < —1/4,8 =
0if —1/4 < x < 1/4, and § = 1/2 if x > 1/4. For justification of the preceding rules, see
[Omon94, pp. 413-415].

The general exponentiation function x¥ can be computed by noting that:

¥ = (elnx)y — eylnx

Thus, general exponentiation can be performed by combining the logarithm and exponential
functions, separated by a single multiplication.

When y is a positive integer, exponentiation can be done by repeated multiplication. In
particular, when y is a constant, the methods used are reminiscent of multiplication by constants
as discussed in Section 9.5. This method will lead to better accuracy, since in the preceding
approach, the errors in evaluating the logarithm and exponential functions add up.

As an example, we can compute x*° using the identity

= (@) x
which implies four squarings and two multiplications. Noting that
25=(1100 L)wo

leads us to a general procedure. To raise x to the power y, where y is a positive integer, initialize
the partial result to 1. Scan the binary representation of y starting with its most significant bit.
If the current bit is 1, multiply the partial result by x; if the current bit is 0, do not change the
partial result. In either case, square the partial result before the next step (if any).
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Methods similar to those used to obtain more efficient routines for multiplication by
certain constants are applicable here. For example, to compute x'°, the preceding method
involves three squarings and three multiplications (four if the redundant multiplication by 1
is not avoided):

X = (1)) %)%

Applying Booth’s recoding 15 = (1 11 1) = (1 0 0 0-1)ys0 leads to the computation of

x'° using three squarings and one division. Taking advantage of the factorization 15 = 3 x 5

leads to three squarings and two multiplications, provided the value of x3 can be stored in a
temporary register:

w=x>=®)%x and xP = (((w)z)z)w
For y = dq + s, we can write:
w=x" = x*(x%)4

Thus, if we compute x¢ in an extra register z and initialize w to x*, the problem is converted to
computing z7. Details of this divide-and-conquer scheme are given elsewhere [Walt98].

23.4 DIVISION AND SQUARE-ROOTING, AGAIN

In Chapter 16, we examined a convergence method based on multiplicative normalization for
computing the quotient ¢ = z/d. The digit-recurrence division schemes of Chapters 13-15, are
essentially additive normalization methods, where the partial remainder s is made to converge to
0 as g converges z/d. CORDIC division also falls in the additive normalization category. At this
point, it is instructive to examine a broader formulation of division via additive normalization.

Let z and d be the dividend and divisor, respectively. Then, the following recurrences
compute the quotient ¢ = z/d and the remainder s:

sED =5 —y® x g Sets® = 7 and make 5™ converge to 0
gt =g® 4 ® Set ¢©@ =0 and find g = g™

The preceding formulation is quite general and can be tailored to form a wide array of useful, and
not so useful, division schemes. For example, given integer operands z and d, we can choose y @)
to be +1 or —1, depending on whether z and d have identical or opposing signs. The resulting
algorithm, which is often assigned as an exercise to help novice programmers master the notion
of loop, is too slow for general use. However, if z is in a very limited range, say 0 < z < 2d as
in addition modulo d, this is the algorithm of choice.

Since 5@ becomes successively smaller as it converges to 0, a scaled version of the
recurrences, where s now stands for s/ and ¢@ for ¢r'  is often used. Assuming fractional
dividend z and divisor d(0 < z,d < 1) we have:

sTD = rs® — @ x @ Set s© = z and keep s©) bounded
gD = rg® 4 5 ® Set ¢ = 0 and find g* = g™~
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Note, in particular, that in this general version of the division recurrence based on additive
normalization, the term y ¥’ does nothave tobe a quotient “digit”; rather, it can be any estimate for

rr' g — ¢y =r('q* —q")

where r ~™q is the true quotient g*. If y @ is indeed the quotient digit g—;—1, then the addition
required to compute ¢ + @ is simplified (it turns into concatenation). See [Erce94] for a
thorough treatment of digit-recurrence algorithms for division and square-rooting.

As in the case of division, we have already seen three approaches to square-rooting.
One approach, based on digit-recurrence (division-like) algorithms, was discussed in Section
21.2 (radix 2, restoring), Section 21.3 (radix 2, nonrestoring), and Section 21.4 (high radix).
The second approach using convergence methods, including those based on Newton—-Raphson
iteration, was covered in Section 21.5. The third approach, based on CORDIC, was introduced
in Section 22.5. Here, we will see still other convergence algorithms for square-rooting based
on additive and multiplicative normalization.

An algorithm based on multiplicative normalization can be developed by noting that if z is
multiplied by a sequence of values (c’)?2, chosen such that the product converges to 1, then z
multiplied by the ¢ values converges to ,/z, since:

JJe®?~1 = J[P~1/vz = [[P~z
So, one can initialize x® and y© to z and use the following iterations:

x0T = xO1 44,27 = xD (1 +2d27 a2 27%)
YU =y0a+di2™

Devising rules for selecting d; from the set {—1, 0, 1} completes the algorithm. Basically, d; = 1
is selected for x? < 1 — g and d; = —1 is selected for x) > 1 -+ ¢, where ¢ = @2~ is suitably
picked to guarantee convergence. To avoid different comparison constants in different steps, x®)
is replaced by its scaled form u®) = 2/ () — 1), leading to the iterations:

u =2® 4 2d;) + 27 2diu® 4 d2) + 27 @O
Y =yP+4a27)

Then, selection of d; in each step will be based on uniform comparisons with +o. The radix-4 ver-
sion of this square-rooting algorithm, with d; in [—2, 2], or equivalently in {—1, —1/2,0, 1/2, 1},
has also been proposed and analyzed. The radix-4 algorithm requires comparison constants +o
and £8. For details of the radix-2 and radix-4 algorithms, including the choice of the comparison
constants, the reader is referred to [Omon94, pp. 380-385].

Similarly, an algorithm based on additive normalization uses the property that if a sequence
of values ¢ can be obtained with z — (3_ ¢?)? converging to 0, then 4/Z is approximated by
3@, Letting ¢ = —d;27" with d; in {—1, 0, 1}, we derive:

XD = 7 (DY — () ()2
=xD 4 2d;yP27 — g227%
YD — @ 4 O = @ o=
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Initial values for this algorithm are x© = z and y©@ = 0. The choice of the d; digitin {—1, 0, 1}
must ensure that |x| is reduced in every step. Comparison with the constants +a2~* is one way
to ensure convergence. As usual, to make the comparison constants the same for all steps, we
rewrite x® as 2714 leading to:

u™D = 2w® +2d,y" — d?27)
y(i+1) — y(f) —_ d,-2_i

Selection of the digit d; in each step is then based on uniform comparison with +a. Again,
speed can be gained by using the radix-4 version of this algorithm, with d; in [~2, 2], or
equivalently in {—1, —1/2, 0, 1/2, 1}. For details of both the radix-2 and the radix-4 algorithms,
including a discussion of their convergence and choice of the required comparison constants,
see [Omon94, pp. 385-389].

23.5 USE OF APPROXIMATING FUNCTIONS

The problem of evaluating a given function f can be converted to that of evaluating a different
function g that approximates f, perhaps with a small number of pre- and postprocessing operations
to bring the operands within appropriate ranges for g, to scale the results, or to minimize the
effects of computational errors.

Since polynomial evaluation involves only additions and multiplications, the use of ap-
proximating polynomials can lead to efficient computations when a fast multiplier is available.
Polynomial approximations can be obtained based on various schemes (e.g., Taylor—Maclaurin
series expansion).

The Taylor series expansion of f(x) about x = a is

)y XY
fO =3 V@ —;
. J!
Jj=0
The error that results from omitting all terms of degree greater than m is:

g \m+1
@+ px - a)) (im z)l)! O<p<l

Setting a = 0 yields the Maclaurin-series expansion

e} . xj
fey =) fO0) =
j=0 7t
and its corresponding error bound:
(m+1) xm
m
f (ux) (mTl)' O<p<1

Table 23.1 shows approximating polynomials, obtained from Taylor-Maclaurin series expan-
sions, for some functions of interest. Others can be easily derived or looked up in standard
mathematical handbooks.
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The particular polynomial chosen affects the number of terms to be included for a given
precision and thus the computational complexity. For example, if In x is to be computed where
x is fairly close to 1, the polynomial given in Table 23.1 in terms of y = 1 — x, which is the
Maclaurin series expansion of In(1 — y), converges rapidly and constitutes a good approximating
function for In x. However, if x ~ 2, say, we have y &~ —1. A very large number of terms must
be included to get In x with about 32 bits of precision. In this latter case, the expansion in terms
of z = (x — 1)/(x + 1), which is derived from the Maclaurin series for In[(14+2)/(1 —2)],is
much more efficient, since z = (x — 1)/(x + 1) ~ 1/3.

Evaluating an mth-degree polynomial may appear to be quite difficult. However, we can
use Horner’s method

F) =cmym g cn=hym=l 4 4 Dy O
- ((C(m)y + c(m—l))y T c(l))y + O

to efficiently evaluate an mth-degree polynomial by means of m multiply-add steps. The co-
efficients ¢ for some of the approximating polynomials in Table 23.1 are relatively simple
functions of i that can be stored in tables or computed on the fly [e.g., 1/(2i + 1) for In x or
tanh™! x]. For other polynomials, the coefficients are more complicated but can be incrementally
evaluated based on previously computed values: for example, ¢ = ¢@=1/[2i(2i + 1)] for sin
x or sinh x.

A divide-and-conquer strategy, similar to that used for synthesizing larger multipliers from
smaller ones (see Section 12.1), can be used for general function evaluation. Let x in [0, 4) be
the (I + 2)-bit significand of a floating-point number or its shifted version. Divide x into two
chunks xy and x. (the high and low parts):

TABLE 23.1

Polynomial approximations for some useful functions

Function  Polynomial approximation Conditions

1/x I+y+y* 43+ hy ... O<x<2andy=1-x
1 1.2 1x3 .3 1x3%5x .- x(2i=3) i _

N e - - IR - LR

& T+ fx+ gx + i o I

Inx —y—%yz——%y3—%y4—---¥%y"—--- O<x<2andy=1-x

Inx 2(z+%z3+§15+-'~+ﬁ22i+]+---) x>0andz=(x—-1)/(x+1)

sin x x—%x3+%x5—%x7+~«-+(—l)"(2—ii—l)3x2“1+'~

cosx 1—%xz—#%x“-%x6+--~+(—l)i(%.)!x2"+---

tan~1 x x—%x3+§x5—%x7+~~-+(—1)"21.—£r1x2i+1+--~ -l<x<1

sinh x x+%x3+%x5+%x7+--~+mx2”1+---

coshx 1+%x2+4—1!x4+éx6+---+ﬁx2i+-..

tanh~! x x+%x3+§x5+%x7+~~~+zi—1x2"+l+~-- ~-l<x<1
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x=xg+2"x O0<xg<4 0<x. <1
t + 2 bits I — ¢t bits

The Taylor series expansion of f(x) about x = xy is

o0 . 2__1 }
F0 =Y 9 (—]—’le

j=0

where fU)(x) is the jth derivative of f(x), with the Oth derivative being f(x) itself. If one takes
just the first two terms, a linear approximation is obtained

F@x) ~ flxn) + 27 % f/(xn)

In practice, only a few terms are needed, since as j becomes large, 2777 /j! rapidly diminishes in
magnitude. If ¢ is not too large, the evaluation of f and/or f’ (as well as subsequent derivatives of
J/; if needed) can be done by table lookup. Examples of such table-based methods are presented
in Chapter 24.

Functions can be approximated in many other ways (e.g., by the ratio of two polynomials
with suitably chosen coefficients). For example, it has been suggested that good results can be
obtained for many elementary functions if we approximate them using the ratio of two fifth-
degree polynomials [Kore90]:

a®x% +aWx* +a®x3 + a®@x% +aWx +a©

T 25 ¥ bt 1+ 503+ O 4 b0x + 5O

When Horner’s method for evaluating the numerator and the denominator is used, such a “rational
approximation” needs 10 multiplications, 10 additions, and 1 division.

23.6 MERGED ARITHMETIC

The methods we have discussed thus far are based on building-block operations such as addition,
multiplication, and shifting. When very high performance is needed, it is sometimes desirable,
or even necessary, to build hardware structures to compute the function of interest directly
without breaking it down into conventional operations. This “merged arithmetic” approach
[Swar80] always leads to higher speed and often implies lower component count and power
consumption as well. The drawback of starting from scratch is that designing, implementing,
and testing of the corresponding algorithms and hardware structures may become difficult and
thus more costly.

We have already seen several examples of merged arithmetic in the construction of additive
multiply modules of Section 12.2 and combined multiply-add units of Section 12.6. In particular,
Figs. 12.4 and 12.19 show how the required composite operations are synthesized at the bit level
rather than through the use of standard word-level arithmetic building blocks.

Here, we illustrate the power of merged arithmetic through an additional example. Suppose
that the inner product of two three-element vectors must be computed and the result added to an
initial value. The computation, written as
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o0 000000 z(0) Fig. 23.2 Merged arithmetic computation of an
e 0o 00 inner product followed by accumulation.
oo 00 x(1) y(1)
o & 00
® & 00
o 000
e 000 x(@) y(2)
o o 00
o0 00
® & 00
LI I I ) x(3) y(3)
o e 00
® 0 0O
1 4 7 10 13 10 7 4 16 FAs
2 4 6 8 8 6 4 2 10FAs + 1 HA
3 4 4 6 6 3 3 1 9 FAs
1 2 3 4 4 3 2 1 1 4FAs +1HA
1 3 2 3 3 2 1 1 1 3FAs + 2 HAs
2 2 2 2 2 1 1 1 1 5-bit CPA

Fig. 23.3 Tabular representation of the dot matrix for inner-product computation and its reduction.

7= 70 4 xOy0 4 @@ L B

involves three multiplications and three additions if broken down into conventional word-level
operations. However, one can also compute the result directly as a function of the seven operands
(8% Boolean variables for k-bit vector elements and a 2k-bit z(?), provided the partial results
xDyM x@Dy@ and x®y® are not needed for other purposes.

Figure 23.2 shows the computation in dot notation if x*” and y*) are 4-bit unsigned numbers
and z@ is an 8-bit unsigned number. This matrix of partial products, or dots, can be reduced
using the methods discussed for the design of tree multipliers (e.g., by using the Wallace or the
Dadda method). Figure 23.3 is a tabular representation of the reduction process for our example.
The numbers in the first row are obtained by counting the number of dots in each column of Fig.
23.2. Subsequent rows are obtained by Wallace’s reduction method.

The critical path of the resulting merged arithmetic circuit goes through one 2-input AND
gate, 5 full adders, and a 5-bit carry-propagate adder: the cost is 48 AND gates, 46 FAs, 4 HAs,
and a 5-bit adder—considerably less than the corresponding parameters if three separate 4 x 4
multipliers were implemented and their results added to the 8-bit input z©.

23.1 Alternate view of convergence algorithms Given a function z = f(x), a convergence
algorithm for evaluating ¢ = f(a) can be constructed based on the following observa-
tions. Suppose we introduce an additional variable y and a convergence function F(x, y)
with the following three properties: (1) there is a known initiation value y = b such that
F(a, b) = f(a);(2)agiven pair of values (x©, y¢)) can be conveniently transformed to
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23.2

233

234

23.5

the new pair (x“+1, y@+Dy such that F(x@, y@) = F(x@*+D, y(i+D); that is, the value
of F is invariant under the transformation; and (3) there exists a constant d, such that
F(d,y) = y for all y. Thus, if we make x converge to d, y will converge to ¢ = f(a),
given the invariance of F(x, y) under the transformation [Chen72].

a. Provide a geometric interpretation of the process above in the three-dimensional
xyz space. Hint: Use the x = a, y = b, and z = ¢ planes.

b. Show that the convergence function F(x,y) = y/+/x can be used to compute
f(x) = /x and derive the needed transformations x/*V = ¢(x©, y?) and
y(i+1) — ll!(x(i), y(i)).

c. Repeatpartb for F(x,y) =y +Inx and f(x) =Inx.

d. Repeat part b for F(x, y) = ye* and f(x) = e*.

Derive F(x, y) and its associated transformation rules for computing the reciprocal
function f(x) = 1/x.

Computing natural logarithms

a. Compute In 2 with 8 bits of precision using the radix-2 convergence algorithm based
on multiplicative normalization given at the beginning of Section 23.2.

b. Repeat part a using a radix-4 version of the algorithm.

Repeat part a using the method based on squaring discussed near the end of Section
232. Hint:In2 =1/log, e.

d. Compare the results of parts a—c and discuss.

Computing base-2 logarithms Compute the base-2 logarithm of x = (1.0110 1101),
with 8 bits of precision using:

a. Radix-2 convergence algorithm based on multiplicative normalization given at the
beginning of Section 23.2.

b. Radix-4 version of the algorithm of part a.

c. The method based on squaring discussed near the end of Section 23.2.

Computing base-2 logarithms Here is an alternate method for computing log, x
[Kost91]. A temporary variable y is initialized to x. For decreasing values of an index i,
each time y is compared to 2% If y is greater than 2%, the next digit of the logarithm is
1, and y is multiplied by 27%. Otherwise, the next digit is O and nothing is done.
a. Show that the algorithm is correct as described.

Use the algorithm to compute the base-2 logarithm of x = (1.0110 1101)y,.

Compare this new algorithm to radix-2 and radix-4 convergence methods, and to
the method based on squaring (Section 23.2), with respect to speed and cost.

d. Can you generalize the algorithm to base-2* logarithms? What about generalization
to an arbitrary base b?

Computing the exponential function Compute %> with 8 bits of precision using:

a. Radix-2 convergence algorithm based on additive normalization given at the be-
ginning of Section 23.3.
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b. Radix-4 version of the algorithm of part a.
c. A convergence algorithm for square-rooting that you choose at will.

d. Compare the results of parts a—c and discuss.

Exponentiation Assuming that shift-and-add takes 1 time unit, multiplication 3 time
units, and division 8 time units:

a. Devise an efficient algorithm for computing x° using the method discussed near
the end of Section 23.3.

b. Use the algorithm of part a to compute 0.99°°, with all intermediate values and
results carrying eight fractional digits in radix 10.

¢.  Use the convergence algorithm of Section 23.3 to compute 0.99%.

d. Compare the accuracy of the results and the computational complexity for the
algorithms of parts b and c. Discuss.

Modular exponentiation Modular exponentiation—namely, the computation of x”
mod m, where x, y, and m are k-bit integers, k is potentially very large, and m is a prime
number—plays an important role in some public-key cryptography.

a. Show how x” mod m can be computed using k-bit arithmetic operations.
b. Show how the algorithm can be speeded up if Booth’s recoding is used on y.
c. Can radix-4 modified Booth’s recoding of the exponent lead to further speedup?

Logarithmic multiplication/division Discuss the feasibility of performing multipli-
cation or division by computing the natural logarithms of the operands, performing an
add/subtract operation, and finally computing the exponential function.

Convergence division and reciprocation

a. Consider the problem of computing ¢ = z/d,where1 < z,d < 2and1/2 < g < 2,
using a strategy similar to the binary search algorithm. The midpoint of [0.5, 2] (viz.,
1.25) is taken as an initial estimate for g. Multiplication and comparison then allow
us torefine the interval containing g to [0.5,1.25] or [1.25,2]. This refinement process
continues until the interval is as narrow as the desired precision for g. Compare
the preceding convergence method to other convergence division algorithms and
discuss.

b. Devise an algorithm similar to that in part a for computing 1/d that uses interpolation
for identifying the next point, instead of always taking the midpoint of the interval.

Computing the generalized square-root function Show that the following conver-
gence computation scheme can lead to the computation of the generalized square-root

function +/x + y2, provided d; = sign(x®y®).
x(i+1) — x[i) _ 2di2—iy(i) _ d?z—zi

y(i+1) — y(i) _+_di2—i
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23.11

23.12

23.13

23.14

23.15

Convergence algorithm for square-rooting In discussing the radix-4 convergence
algorithm for square-rooting near the end of Section 23.4, we stated that the root digit
set can be [-2, 2] or {—1,—1/2,0, 1/2, 1}. Discuss possible advantages of the latter
digit set over the former and devise an algorithm for converting such a radix-4 number
to standard binary.

Approximating functions

a. The polynomial approximation for tan™! x given in Section 23.5 (Table 23.1) is valid
only for x> < 1. Show how this approximation can be used within an algorithm to
evaluate tan~! x for all x. Hint: For x> > 1, y = 1/x satisfies y*> < 1.

b. When |x| is close to 1, the preceding approximation converges slowly. How can one
speed up the computation via the application of suitable pre- and postprocessing
steps? Hint: tan(2x) = 2 tan x/(1 — tan? x).

c. Repeat part b for the function tanh™'x.

Approximating functions Derive approximating functions for sin™' x, cos™! x,
sinh ™! x, cosh™" x based on Taylor-Maclaurin series expansions and compare the effort

required for their evaluation with those based on indirect methods such as sin™' x =

tan~1(x/4/1 — x2).

Approximating functions For each of the functions f(x) below, use the approximating
polynomial given in Table 23.1 and a convergence computation method of your choice to
compute f(0.75) to four decimal digits of precision. Compare the computational efforts
expended and the results obtained. Discuss.

1/x

Jx
c. e
d. Inx
e. sinx
f. tan'x
g. sinhx

Merged arithmetic operations Consider the computation s = vw + xy + z, where v,
w, x, and y are k-bit integers and z is a 2k-bit integer (all numbers are in 2’s-complement
format).

a. Prove that s can be represented correctly using 2k + 1 bits.

b. Assuming k = 4, draw the partial products matrix for the entire computation in dot
notation; 16 dots for each of the two multiplications and 8 dots for z, plus additional
dots as required to take care of signed multiplication using the (modified) Baugh—
Wooley method of Fig. 11.8d.

¢. Use Wallace’s method to reduce the matrix of dots in part b to only two rows.
Use Dadda’s method to reduce the matrix of dots in part b to only two rows.

Derive the lengths of the final carry-propagate adders required in parts ¢ and d.
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Compare the design of part ¢, with regard to delay and cost, to a design based on
two 4 x 4 multipliers (separately designed using the Baugh-Wooley and Wallace
methods), a single level of carry-save addition, and a final fast adder.

Repeat part £, replacing Wallace’s method with Dadda’s method.
Summarize the delay—cost comparisons of parts f and g in a table and discuss.

Simplify the circuit of part d if it is to perform the computation s = v? + x2 + z.

23.16 Merged arithmetic/logic operations Arithmetic operations can sometimes be merged
with nonarithmetic functions to derive speed benefits. One example is merging the
addition required for computing a cache memory address with the address decoding
function in the cache [Lync98].

a.

b.

Consider a small example of two 4-bit unsigned values added to find a 4-bit memory
address and design the merged adder/decoder circuit.

Compare the delay and cost of the design in part a to the respective parameters of
a design with separate adder and decoder. Discuss.

[Chen72]
[Erce73]
[Erce94]

[Kore90]

[Kost91]

[Lo87]

[Lync98]
[Omon94]
[Swar80]
[Tang91]

[Walt98]

Chen, T.C., “Automatic Computation of Exponentials, Logarithms, Ratios and Square
Roots,” IBM J. Research and Development, Vol. 16, pp. 380-388, 1972.

Ercegovac, M.D., “Radix-16 Evaluation of Certain Elementary Functions,” IEEE Trans.
Computers, Vol. 22, No. 6, pp. 561-566, 1973.

Ercegovac, M.D., and T. Lang, Division and Square Root: Digit-Recurrence Algorithms
and Implementations, Kluwer, 1994,

Koren, L., and O. Zinaty, “Evaluating Elementary Functions in a Numerical Coprocessor
Based on Rational Approximations,” IEEE Trans. Computers, Vol. 39, No. 8, pp. 1030—
1037, 1990.

Kostopoulos, D.K., “An Algorithm for the Computation of Binary Logarithms,” IEEE
Trans. Computers, Vol. 40, No. 11, pp. 1267-1270, 1991.

Lo, H.-Y,, and J.-L. Chen, “A Hardwired Generalized Algorithm for Generating the
Logarithm Base-k by Iteration,” IEEE Trans. Computers, Vol. 36, No. 11, pp. 1363-1367,
1987.

Lynch, W.L., G. Lauterbach, and J.I. Chamdani, “Low Load Latency Through Sum-
Addressed Memory,” Proc. Int. Symp. Computer Architecture, 1998, pp. 369-379.
Omondi, A.R., Computer Arithmetic Systems: Algorithms, Architecture, and Implemen-
tations, Prentice-Hall, 1994,

Swartzlander, E.E., Jr., “Merged Arithmetic,” IEEE Trans. Computers, Vol. 29, No. 10,
pp- 946-950, 1980.

Tang, PK.P., “Table Lookup Algorithms for Elementary Functions and Their Error Analy-
sis,” Proc. 10th Symp. Computer Arithmetic, 1991, pp. 232-236.

Walter, C. D., “Exponentiation Using Division Chains,” IEEE Trans. Computers, Vol. 47,
No. 7, pp. 757-765, 1998.



Chapter

24

ARITHMETIC BY TABLE
LOOKUP

In earlier chapters we saw how table lookup can be used as an aid in
arithmetic computations. Examples include quotient digit selection in high-
radix division, speedup of iterative division or reciprocation through an
initial table-lookup step, and using tables to store constants of interest in
CORDIC. In this chapter, we deal with the use of table lookup as a primary
computational mechanism rather than in a supporting role.

24.1. Direct and Indirect Table Lookup

24.2. Binary-to-Unary Reduction

24.3. Tables in Bit-Serial Arithmetic

24.4. Interpolating Memory

24.5. Tradeoffs in Cost, Speed, and Accuracy
24.6. Piecewise Lookup Tables

24.1 DIRECT AND INDIRECT TABLE LOOKUP

394

Computation by table lookup is attractive because memory is much denser than random logic
in VLSI realizations. Multimegabit lookup tables are already practical in some applications;
cven larger tables should become practical in the near future as memory densities continue
to improve. The use of tables reduces the costs of hardware development (design, validation,
testing), provides more flexibility for last-minute design changes, and reduces the number of
different building blocks or modules required for arithmetic system design.

Tables stored in read-only memories (especially if individual entries or blocks of data
are encoded in error-detecting or error-correcting codes) are more robust than combinational
logic circuits, thus leading to improved reliability. With read/write memory and reconfigurable
peripheral logic, the same building block can be used for evaluating many different functions by
simply loading appropriate values in the table(s). This feature facilitates maintenance and repair.

Given an m-variable function f(x,,—1, Xm_2, - - - , X1, Xo), the direct table-lookup evaluation
of f requires the construction of a 2* x v table that holds for each combination of input values
(needing a total of u bits to represent), the desired v-bit result. The u-bit string obtained from
concatenating the input values is then used as an address into the table, with the v-bit value
read out from the table directly forwarded to the output. Such an arrangement is quite flexible



24.2 BINARY-TO-UNARY REDUCTION 395

—
Opg{and(s) ” Operand(s) | Prepro- —@»
u bits X V ubits cessing | - Smaller
» table —> logic : table(s)
—
Result(s)
v bits Post
L.———»| processing
logic
Result(s)
v bits

Fig. 24.1 Direct table lookup versus table-lookup with pre- and post-processing.

but unfortunately not very practical in most cases. For unary (single-variable) functions such as
1/x, In x, or x2, the table size remains manageable when the input operand is up to 12-16 bits;
table size of 4K—16K words. Binary functions, such as xy , x mod y, or x”, can be realized with
table lookup only if the operands are very short (8 bits or less, say). For m > 2, the exponential
growth of the table size becomes totally intolerable.

One solution to the exponential growth of the table size is to apply preprocessing steps
to the operands and postprocessing steps to the value(s) read out from the table(s), leading to
indirect table lookup. If both the pre- and postprocessing elements are simple and fast, this hybrid
scheme (Fig. 24.1) may be more cost-effective than either the pure table-lookup approach or
the pure logic circuit implementation based on the algorithms discussed in earlier chapters. In
a multitable scheme, the tables can be physically separate (with identical or different contents)
or realized by multiple accesses to the same table. We explore some such hybrid schemes in the
rest of this chapter.

As stated earlier, in contrast to the applications discussed already, in which small tables
were used for quotient digit selection, initial approximations, or storage of a few precomputed
constants, our focus in this chapter is on the use of tables as primary computational mechanisms.

In reality, the boundary between the two uses of tables (in supporting or primary role) is
quite fuzzy. We can visualize the pure logic and pure tabular approaches as extreme points in
a continuum of hybrid solutions. In earlier discussions, we started with the goal of designing
logic circuits for particular arithmetic computations and ended up using tables to facilitate or
speed up certain computational steps. Here, we begin with the goal of a tabular implementation
and finish by using peripheral logic circuits to reduce the table size, thus making the approach
practical. Some of the intermediate solutions can be derived starting at either end point.

24.2 BINARY-TO-UNARY REDUCTION

One approach to reducing the table size is to evaluate a desired binary function by means of an
auxiliary unary function. The unary function requires a smaller table (2¢ vs. 2% entries, say),
but its output obviously is not what we are after. However, pre- and postprocessing steps allow
us to use the unary function table to compute our binary function. In this section, we review two
well-known examples of this method.
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We discussed an example of this approach in connection with logarithmic number systems
in Section 18.6 To add the sign-and-logarithm numbers (Sx, Lx) and (Sy, Ly), representing +x
and +y with x > y > 0, we need to compute the sign Sz of the result 4z and its logarithm
Lz = logz = log(x & y). The base of the logarithm is immaterial for this discussion, so we
leave it unspecified. The computation of Lz can be transformed to finding the sum of Lx and a
unary function of A = Ly — Lx using the following equality

Lz =log(x £y) =log[x(1+ y/x)]
=logx +log(l £ y/x)
= Lx +log(l £log™! A)

where log™! A denotes the inverse logarithm function; that is, 5% if the base of the loga-
rithm is b.

The required preprocessing steps involve identifying the input +x with the larger
logarithm (and thus the larger magnitude), determining the sign Sz of the result, and com-
puting A = Ly — Lx. Postprocessing consists of adding Lx to the value read out from
the table. If the preprocessing, table access, and postprocessing steps are done by distinct
hardware elements, a pipelined implementation may be possible for which the cycle time
is dictated by the table access time. So, with many additions performed in sequence, the
preceding scheme can be as fast as a pure tabular realization and thus considerably more
cost-effective.

Our second example concerns multiplication by table lookup. Again, direct table lookup is
infeasible in most practical cases. The following identity allows us to convert the problem to the
evaluation of a unary function (in this case, squaring):

1
xy = l( + = (x— 4

The preprocessing steps consist of computing x + y and x — y. Then, after two table lookups
yielding (x + y)? and (x — y)2, a subtraction and a 2-bit shift complete the computation. Again,
pipelining can be used to reduce the time overhead of the peripheral logic. Several optimizations
are possible for the preceding hybrid solution. For example, if a lower speed is acceptable, one
squaring table can be used and consulted twice for finding (x + y)? and (x — y)2. This would
allow us to share the adder/subtractor hardware as well.

In either case, the following observation leads to hardware simplifications. Let x and
y be k-bit 2’s-complement integers (the same considerations apply to any fixed-point for-
mat). Then, x + y and x — y are (k + 1)-bit values, and a straightforward application of the
preceding method would need one or two tables of size 257! x 2k (sign bit is not needed
for table entries, since they are all positive). Closer scrutiny, however, reveals that x + y
and x —y are both even or odd. Thus, the least significant two bits of (x + y)2 and (x —
y)? are identical (both are 00 or 01). Hence, these two bits always cancel each other out,
with the resulting Os shifted out in the final division by 4, and need not be stored in the
tables. This feature reduces the required table size to 2¥*! x (2k — 2) and eliminates the 2-
bit shift.

The aforementioned reduction in table size is relatively insignificant, but it is achieved at
no cost (in fact it improves the speed by eliminating the final shift step). A more significant
factor-of-2 reduction in table size can be achieved with some peripheral overhead. Let & denote
the least significant bit of x + y and x — y, where ¢ € {0, 1}. Then:
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Then, we can write:

2 2
LESSENNC ST M I It B R O b B
4[(A+y) (x y)]——({ 5 J+2) (L 5 J+2>
2 2
:{x;yJ _szyJ +ey

Based on the preceding equality, upon computing x + y and x — y, we can drop the least
significant bit of each result, consult squaring tables of size 2% x (2k — 1), and then perform a
three-operand addition, with the third operand being 0 or y depending on the dropped bit £ being
0 or 1. The postprocessing hardware then requires a carry-save adder (to reduce the three values
to two) followed by a carry-propagate adder.

To use a single adder and one squaring table to evaluate the preceding three-operand sum,
we simply initialize the result to £y and then overlap the first addition [ (x + y)/2] 2 4+ ey with
the second table access, thus essentially hiding the delay of the extra addition resulting from the
introduction of the new &y term.

The preceding is an excellent example of the trade-offs that frequently exist between table
size and cost/delay of the required peripheral logic circuits in hybrid implementations using a
mix of lookup tables and custom logic.

When the product xy is to be rounded to a k-bit number (as for fractional operands), the
entries of the squaring table(s) can be shortened to k bits (again no sign is needed). The extra bit
guarantees that the total error remains below ulp.

An additional optimization may be applicable to some unary function tables. Assume that a
v-bit result is to be computed based on a k-bit operand. Let w bits of the result (w < v) depend
only on [ bits of the operand (! < k). Then a split-table approach can be used, with one table of
size 2'w providing w bits of the result and another of size 2¥ (v — w) supplying the remaining
v — w bits. The total table size is reduced to 2¥v — (2¥ — 2))w, with the fraction of table size
saved being:

@ —2hw  (1-2Hw
2ky v

Application of this last optimization to squaring leads to additional savings in the table size for
multiplication via squaring [Vinn95].

24.3 TABLES IN BIT-SERIAL ARITHMETIC

The many advantages of bit-serial arithmetic were discussed in Section 12.3 in connection with
bit-serial multipliers. Here, we discuss two examples of tabular implementation of bit-serial
arithmetic that are used for entirely different reasons.
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The first example is found in the processors of a massively parallel computer: the Con-
nection Machine CM-2 of Thinking Machines Corporation. Even though CM-2 is no longer in
production, its approach to bit-serial computation is quite interesting and potentially useful. CM-
2 can have up to 64K processors, each one so simple that 16 processors fit on single IC chip. The
processors are bit-serial because otherwise their parallel I/O and memory access requirements
could not be satisfied within the pin limitations of a single chip. The design philosophy of CM-2
is that using a large number of slow, inexpensive processors is a cost-effective alternative to a
small number of very fast, expensive processors. This is sometimes referred to as the “army of
ants” approach to high-performance computing.

The ALU in a CM-2 processor receives three single-bit inputs and produces two single-bit
outputs. For addition (e.g.), the three inputs can be the operand bits and the incoming carry,
with the two outputs corresponding to the sum bit and the outgoing carry. To provide complete
flexibility in programming other computations, CM-2 designers decided that the user should be
able to specify each output of the ALU to be any arbitrary logic function of the three input bits.
There are 22’ = 256 such logic functions, leading to the requirement for an 8-bit op code. The
remaining problem is how to encode the 256 functions within an 8-bit op code. The answer is
strikingly simple: each of the 256 functions is completely characterized by its 8-bit truth table.
So we can simply use the truth table for each function as the op code. Figure 24.2 shows the
resulting ALU, which is nothing but two 8-to-1 multiplexers!

In the CM-2 ALU, two of the bit streams, say a and b, come from a 64K-bit memory and are
read out in consecutive clock cycles. The third input, ¢, comes from a 4-bit “flags” register. Thus
16+ 16 + 2 bits are required to specify the addresses of these operands. The f output is stored as
a flag bit (2-bit address) and the g output replaces the @ memory operand in a third clock cycle.
Three more bits are used to specify a flag bit and a value (0 or 1) to conditionalize the operation,
thus allowing some processors to selectively ignore the common instruction broadcast to all
processors, but this aspect of the processor’s design is not relevant to our discussion here.

To perform integer addition with the CM-2 ALU shown in Fig. 24.2, the a and b operands
will correspond to the two numbers to be added, and ¢ will be a flag bit that is used to hold the
carry from one bit position into the next. The f function op code will be “00010111” (majority or
ab-+bc+ca) and the g function op code will be “01010101” (three-input XOR). A k-bit addition
requires 3k clock cycles and is thus quite slow. But up to 64K additions can be performed in
parallel. As for floating-point arithmetic, bit-serial computation (which was used in CM-1) is
too slow. So, designers of CM-2 provided floating-point accelerator chips that are shared by
32 processors.

From a Fig. 24.2 Bit-serial ALU with
memory c two tables implemented as
multiplexers.

fOp
code
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Programming bit-serial arithmetic operations is a tedious and error-prone task. However,
it is an easy matter to build useful “macros” that are made available to machine-language
programmers of CM-2 and other bit-serial machines. These programmers then do not need
to worry about coding the details of bit-serial arithmetic for such routine computations as
integer addition, integer multiplication, or their floating-point counterparts. The use of bit-level
instructions will then be required only for special operations or for hand-optimization of critical
operations in the inner loops of computation-intensive algorithms.

Our second example concerns the implementation of a digital filter, but the method is
applicable to computing any linear function of several variables. Consider a second-order digital
filter characterized by the equation

YO = qOx® 4 g6 | @ 6= _ pD (=D _ p@) -2

where the a¥)s and b)s are constants, x @ is the filter input at time step 7, and y© is the filter
output at time step i. Such a filter is useful in itself and may also be a component in a more
complex filter.

Expanding the equation for y® in terms of the individual bits of the 2’s-complement
operands x = (X0.X_1X_2 - X_rwo and ¥ = (¥0.¥—1Y-2* * * Y- )wo, We get:

-1 -1

O _ Oof _,0 i) @l _.6=D jL =1

y"W =a Xy + E 2ij +a X, + E 2 x;
j=—1 Jj=~1

-1 -1
) (i-2) i, (i—2) Q) [((EV] i G(—1)
+a —x5  + Z 2'x; -V -y T+ Z 2/x;
Jj=—1 j=-1

-1
) (i-2) i i—2)
—bP =P+ > 2y
j=1

Define f(s,t,u,v,w) = a@s + a®t + a®u — bWy — b@w, where 5,1, u, v, and w are
single-bit variables. If the coefficients are m-bit constants, then each of the 32 possible values
for f is representable in m + 3 bits, as it is the sum of five m-bit operands. These 32 values can
be precomputed and stored in a 32 x (m + 3)-bit table.

Using the function f, we can rewrite the expression for y®) as follows:

-1
@ _ G G- =D =1 (i-2)
y —sz(xj X A Y Y )
j=

@ G- _(-2) (-1 (-2
— flxglsxe ixg Tiye v )

Figure 24.3 shows a hardware unit for computing this last expression with bit-serial input and
output. The value of y@ is accumulated in the s register as y~! is output from the output shift
register. At the end of the cycle, the result in the s register is loaded into the output shift register,

sis reset to 0, and a new accumulation cycle begins. The output bit y;i_l) is supplied to the ROM

as an address bit. A second shift register at the output side supplies the corresponding bit yjifz)

of the preceding output. At the input side, x® is processed on the fly, and two shift registers
are used to supply the corresponding bits of the two preceding inputs, x“~1 and x@~?, to the
32-entry table.
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Input (m + 3)-bit ) Qutput
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reg. Data out reg.
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(ROM) Right shift
Shift Shift
reg. } reg.
I Address i (i-2)
. ;i—2) ss in y/_ —r
Output
LSB first§

Fig. 24.3 Bit-serial tabular realization of a second-order filter.

Structures similar to that shown in Fig. 24.3 are useful for computing many other functions.
For example, if (x + y + z) mod m is to be computed for integer-valued operands x, v, z and a
modulus i, then the residues of 2/, 2 x 2!, and 3 x 2/ can be stored in a table for different values
of i. The bits x;, y;, z;, and the index 7 are used to derive an address from which the value of
2/(x; + y; + z;) mod m is read out and added to the modulo-m running total.

24.4 INTERPOLATING MEMORY

If the value of a function f(x) is known for x = xi, and x = xy;, where x, < xp;, the function’s
value for x in the interval [x,, xhi] can be computed from f(x;,) and f(xy) by interpolation.
The simplest method is linear interpolation where £(x) for x in [x)o, xi;] is computed as follows:

(x = x10)Lf (xXni) — f(x10)]

Xhi — Xlo

Fx) = fxo) +

On the surface, evaluating this expression requires four additions, one multiplication, and one
division. However, by choosing the end points x;, and xy; to be consecutive multiples of a power
of 2, the division and two of the additions can be reduced to trivial operations.

For example, suppose that log, x is to be evaluated for x in [1, 2). Since f(xo) =log, 1 =0
and f(xy) = log, 2 = 1, the linear interpolation formula becomes:

log, x &~ x — 1 = the fractional part of x

The error in this extremely simple approximation is ¢ = log, x — x + 1, which assumes its
maximum absolute value of 0.086 071 for x = log,e = 1.442 695 and maximum relative
value of 0.061 476 for x = ¢/2 = 1.359 141. Errors this large are obviously unacceptable for
useful computations, but before proceeding to make the approach more practical, let us note an
improvement in the preceding linear interpolation scheme.
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Instead of approximating the function f(x) with a straight line between the two end points of
f(x) at x;, and xp;, one can use another straight line that minimizes the absolute or relative error
in the worst case. Figure 24.4 depicts this strategy, along with the hardware structure needed for
its realization. We now have errors at the two end points as well as elsewhere within the interval
(x10, Xni), but the maximum error has been reduced.

Applying the preceding strategy to computing log, x for x in [1, 2), we can easily derive
the following straight-line approximation a + b(x — 1) = a + bAx for minimizing the absolute
error (to 0.043 036 for x = 1.0, 1.442 695, or 2.0):

log, x ~ In2-tdn2) =1 1) = 0.043 036 + Ax
2In2
This is better than our first try (half the error), but still too coarse an approximation to be useful.
The derivation of a straight line that minimizes the relative error in the worst case is similar but
does not lead to closed-form results for a and b.

It appears that a single straight line won’t do for the entire interval of interest and we
need to apply the interpolation method in narrower intervals to obtain acceptable results. This
observation leads to an “interpolating memory” [Noet89] that begins with table lookup to retrieve
the coefficients a® and b® of the approximating straight line 2 + %) Ax, given the index i of
the subinterval containing x, and then uses one multiplication and one addition to complete the
computation (Fig. 24.5). Note that since Ax begins with two Os, it would be more efficient to
use 4Ax, which is representable with two fewer bits. The table entries b must then be divided
by 4 to keep the products the same.

Clearly, second-degree or higher-order interpolation can be used, an approach that involves
more computation but yields correspondingly better approximations. For example, with second-
degree interpolation, the coefficients a®, b, and ¢ are read out from tables and the expression
a® + bDAx + ¢ Ax? is evaluated using three multipliers and a three-operand adder. The
multiplication (squaring) to obtain Ax? can be overlapped with table access to obtain better
performance. Third- or higher-degree interpolation is also possible but often less cost-effective
than simpler linear or quadratic schemes using narrower intervals.

If the number of subintervals is 2 then the subinterval containing x can be determined by
looking at the 4 most significant bits of x, with the offset Ax simply derived from the remaining
bits of x. Since it is more efficient to deal with 2 Ax, which has & fewer bits than Ax, the tables
must contain a®, p@ /2%, ¢ 722k etc,

Let us now apply the method of Fig. 24.5 with four subintervals to compute log, x for
x in [1, 2). The four subintervals are [1.00, 1.25), [1.25, 1.50), [1.50, 1.75), and [1.75, 2.00).

Improved : Fig. 24.4 Linear interpolation for
Initial linear computing f(x) and its hardware
linear approx. a realization.
approx.
Ax
> #x)

Xio X Xhi
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A3, 53 4-entry tables
A a(2)+ b(2))( 2-bit address a(f) b(l)/4
KUNTON
0% 4O <[]
) Radix ﬂ >
point 4Ax
— AX
Xmin X Xmax f(x)

Fig. 24.5 Linear interpolation for computing f(x) using four subintervals.

Table 24.1 lists the parameters of the best linear approximation, along with its worst-case error,
for each subinterval.

We see from Table 24.1 that the maximum error is now much less than for simple linear
interpolation. We can improve the quality of approximation even further by using more intervals
(larger tables) or superlinear interpolation (more tables and peripheral arithmetic computations).
The optimal choice will be different for each problem and must be determined by careful analysis
based on a reasonably realistic cost model.

24.5 TRADE-OFFS IN COST, SPEED, AND ACCURACY

As noted in Section 24.4, trade-offs exist between table size and complexity/delay of peripheral
circuits for a given precision. Generally, the higher the order of interpolation (more peripheral
circuits or longer delay with hardware sharing), the smaller the number of subintervals needed to
guarantee a given precision for the results (smaller tables). However, it is seldom cost-effective
to go beyond second-degree interpolation.

As an example of such trade-offs, Fig. 24.6 shows the maximum absolute error in an
interpolating memory unit computing log, x for various numbers # of address bits using mth-
degree interpolation, with m = 1,2, or 3. With these parameters, the total number of table entries
is (m + 1)2".

Figure 24.6 can be used in two ways to implement an appropriate interpolating memory unit
for evaluating log, x. First, if the table size is limited by component availability or chip area to a

TABLE 24.1
Approximating log, x for x in [1, 2) using linear interpolation within 4 subintervals

i Xio Xhi a) b"/a Maximum error
0 1.00 1.25 0.004 487 0.321 928 +0.004 487
1 1.25 1.50 0.324 924 0.263 034 +0.002 996
2 1.50 1.75 0.587 105 0.222 392 +0.002 142
3 1.75 2.00 0.808 962 0.192 645 +0.001 607
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total of 256 words, say, then 7 address bits can be used with linear, and 6 bits with either second-
or third-degree interpolation. This leads to worst-case absolute errors of about 1073,1077, and
10719, respectively. Of course if the table size is limited by chip area, then it is unlikely that
the second- or third-order schemes can be implemented, since they require multiple adders and
multipliers. So, we have an accuracy/speed trade-off to consider.

If a maximum tolerable error of 107°, say, is given, then Fig. 24.6 tells us that we can use
linear interpolation with 9 address bits (two 512-entry tables), second-degree interpolation with 5
address bits (three 32-entry tables), or third-degree interpolation with 3 address bits (four 8-entry
tables). Since 32-entry tables are already small enough, little is gained from using third-degree
interpolation, which requires significantly more complex and slower peripheral logic.

Except for slight upward or downward shifting of the curves, the shapes of error curves for
other functions of interest are quite similar to the ones for log, x shown in Fig. 24.6. In most
cases, the number of address bits required for a given precision is within £1 of that needed for
the log, functions. This makes it practical to build a general-purpose interpolating memory unit
that can be customized for various functions of interest by plugging in ROMs with appropriate
contents or by dynamically loading its RAM tables.

24.6 PIECEWISE LOOKUP TABLES

Several practical methods for function evaluation are based on table lookup using fragments of
the operands. These methods essentially fall between the two extremes of direct table lookup
and the bit-serial methods discussed in Section 24.3. Here, we review two such methods as
representative examples.

10-1 Fig. 24.6 Maximum absolute
error in computing log, x as a
function of number # of address
bits for the tables with linear,
quadratic (second-degree), and
cubic (third-degree) interpolations
[Noet89].
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The first method deals with evaluating elementary functions in single-precision IEEE
floating-point format. We ignore the sign and exponent in this brief discussion. For details
of how the exponent affects the evaluation process, see [Wong95].

Let us divide the 26-bit significand x (with 2 whole and 24 fractional bits) into four sections:

X=t+c+22v+2w=1t+2"0u 2712y 42718y

Each of the components u, v, and w is a 6-bit fraction in [0, 1) and 7, with up to 8 bits depending
on the function being evaluated, is in [0, 4). The Taylor polynomial for f(x) is:

[e.]

F =" fOu+ )

i=0

(A 2v 4+ A3w)!
il

The value of f(x) can be approximated by ignoring terms smaller than A% = 273, Using the
Taylor polynomial, one can obtain the following approximation to f (x) which is accurate to O(A%):

F&x) =~ ft +ru) + % [F(t+ du+ Av) — f(t 4+ du — Av)]

22 v? v3
+ 5 L+t hw) — £+ hu = Aw)] +2° [? P - gf<3)(z)]

The tedious analysis needed to derive the preceding formula, and its associated error bound,
is not presented here. With this method, computing f(x) reduces to:

1. Deriving the four 14-bit values ¢ + Au 4+ Av, t +Au — Av, t + Au + Aw, and t + A — Aw
using four additions (¢ + Au needs no computation).

2. Reading the five values of f from a single table or from parallel tables (for higher speed).

3. Reading the value of the last term A*[(v2/2) f @ (1) — (v3/6) £ (¢)], which is a function
of ¢ and v, from a different table.

4. Performing a six-operand addition.

Analytical evaluation has shown that the error in the preceding computation is guaranteed to
be less than the upper bound ulp/2 = 272*. In fact, exhaustive search with all possible 24-
bit operands has revealed that the results are accurate to anywhere from 27.3 to 33.3 bits for
elementary functions of interest [Wong95].

Our second example of piecewise lookup tables is for modular reduction, that is, finding
the d-bit residue modulo p of a given b-bit number z in the range [0, m), where b = [log, m]
and d = [log, p1. Dividing z into two segments with b — g and g bits, we write:

7 =25(2/2%] 4+ zmod 28 = 287,y 41 + z[¢_1.0]

For g > d, the preceding equation leads to a two-table method. The most significant b —
g bits, z[p—1 4], index a table with vy = [m/2%] words to obtain a d-bit residue. The least
significant g bits of z, namely, Z[g—1,0], index a vp.-word table (v, = 28) to obtain another d-bit
residue. These residues are then added and the final d-bit residue is obtained by the standard
method of trial subtraction followed by selection, as shown in Fig. 24.7. The total table size,
in bits, is

Bgivide = d(vy + v1) = d([m/28] + 28)
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b-bit input z Fig. 24.7 Two-table modular reduction scheme based
" g on the divide-and-conquer approach.
-9
d d
Table
| ” vy Ta2b|e v
d d
Adder,

- 4+ d+1
d Adder;

d+11€

d-bit output zmod p

which is minimized if we choose g = |[log, m]/2] = |b/2]. Note that the lower adder and the
multiplexer can be replaced by a 2¢*! x 4 table. Alternatively, both adders and the multiplexer
in Fig. 24.7 can be replaced by a 2% x d table.

For example, with p = 13, m = 2%, d = 4, and b = 16, the aforementioned optimization
leads to tables of total size of 2048 bits—a factor of 128 improvement over direct table lookup.

An alternate two-phase (successive refinement) approach is depicted in Fig. 24.8. First,
several high-order bits of z in [0, m) are used to determine what negative multiple of p should
be added to z to yield a d*-bit result z* in the range [0, m*), where p < m* < m,zmod p =
z* mod p, and d* = [log, m*]. Then, the simpler computation z* mod p is performed by direct
table lookup.

The most significant b — & bits of z, namely, zj,—1.n), are used to access a v-word table (v =
m/2"7) to obtain a d*-bit value. This value is the least significant d* bits of a negative multiple
of p such that when it is added to z, the result z* is guaranteed to satisfy 0 < z* < m*. A second
m*-word table is used to obtain the d-bit final result z* mod p. The total table size, in bits, is:

b-bit [‘—!—l ~ d* Fig. 24.8 Two-table modular reduction based on
input » successive refinement.
To-nTh
> Ta1ble v
da—h+th a
d
Adder,
a- Table .
5 m

d-bit output |_I__| zmod p
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Bietine = d*v +dm* = d*[m/2"] + dm*

In the special case of m* < 2p, the second table can be eliminated and replaced by a subtractor
and a multiplexer if desired, thus leading to a single-table scheme.

We see that the total table size is dependent on the parameter m*. One can prove that the
total table size Bicqqe is minimized if d* is chosen to minimize the objective function f(d*) =
d*[m /2% =114 (d x 29" =1) and m* is chosen to be m* = 24*~1 + p. For our earlier example with
p=13,m =2 d =4, b = 16, the optimal values for d* and m* are 9 and 269, respectively,
leading to a total table size of 3380 bits. The resulting tables in this case are larger than for the
divide-and-conquer scheme in Fig. 24.7, but the simplicity of the peripheral circuitry (only a
single adder besides the tables) can make up for the larger tables.

Modular reduction finds applications in converting numbers from binary or decimal rep-
resentation to RNS [Parh93a], [Parh94] and in certain error-coding schemes that are based on
residues. Details of the preceding methods, including proofs of the results used here, can be
found elsewhere [Parh94a], [Parh97].

24.1 Squaring by table lookup Show that if the integers x and y are identical in their least
significant 4 bits, their squares will be identical in & + 1 bits. Use this result to propose
a split-table method (as discussed at the end of Section 24.2) for squaring and estimate
the extent of savings in the total table size [Vinn95].

242 Squaring by table lookup Consider the following scheme for squaring a k-bit integer
x by using much smaller squaring tables. Divide x into two equal-width parts xy and
xL. Then use the identity (2%/2xg + x1)? = 28x7 + 2K/ 2y + x2 and perform the
multiplication xyx;, through squaring. Supply the details of the preceding table-lookup
scheme for squaring and discuss its speed and cost compared to other methods based on
table lookup.

24.3  Squaring by table lookup In Section 24.2 we saw that the table size for squaring
can be reduced by a factor of about 2 if the least significant bit & of x + y and
¥ — y is handled in a specific way. Consider y and 3, the second LSB of x + y and
x — y, respectively. Would more complex pre- and postprocessing steps allow us to
ignore these bits in table lookup, thus reducing the table size by another factor of
27 Investigate this question, and comment on the cost-effectiveness of the resulting
scheme.

24.4  Binary-to-unary reduction method

a. Use the binary-to-unary reduction approach of Section 24.2 to devise a method for
computing x e via table lookup with pre- and/or postprocessing elements.

b. Repeat part a for the function x”.

24.5  Bit-serial second-order filter Consider the bit-serial second-order filter shown in
Fig. 24.3.

a. Show the modifications required in the design to allow radix-4 (2-bits-at-a-time)
operation.
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b. Show the modifications required in the design to allow the partially accumulated
result, now held in register s, to be kept in carry-save form, so that the main adder
is replaced by a faster carry-save adder.

¢. Compare the suggested modifications of parts a and b with respect to improved
speed and added cost.

Bit-serial arithmetic with table lookup Show how the second-order filter computation
depicted in Fig. 24.3 can be programmed on the CM-2 arithmetic unit shown in Fig.
24.2. Assume that the filter coefficients are known at compile time and that all numbers
are to be represented as 2’s-complement fixed-point numbers with 1 whole (sign) bit
and an /-bit fractional part.

Programmable second-order filter A programmable filter is one for which the coef-
ficients ¢ and b can change.

a. How should the filter design in Fig. 24.3 be modified if the coefficients are to be
dynamically selectable from among eight sets of values that are known at design
time?

b. How should the design be modified if the coefficients are to be dynamically ad-
justable at run time?

Function evaluation by table lookup Base-2 logarithm of 16-bit unsigned fractions
is to be computed at the input interface of a logarithmic number system processor in
which the logarithm is represented as a 12-bit, fixed-point, 2’s-complement number with
5 whole (including the sign position) and 7 fractional bits. Using a single table of size
216 % 12 bits is impractical. Suggest a method that can use smaller tables (say, up to
10K bits in all) and is also quite fast compared to convergence schemes. Analyze your
method with respect to representation error and hardware requirements.

Interpolating memory for computing sinx Let angles be represented as 8-bit unsigned
fractions x in units of 7 radians; for example, (.1000 0000)yy, represents the angle /2.
Consider the following “interpolating memory” scheme for computing sin x. Two four-
word memories are used to store 10-bit, 2’s-complement fractions a and b /4,0 <
i < 3. The function sin x is then computed by using the linear interpolation formula
sin x ~ a® + bDAx, where i = (X_1X_2)wo is the interval index and 4 Ax =
(0.X_3X_4X_5X_eX_7X_g)wo 18 the scaled offset.

a. Determine the contents of the two tables to minimize the maximum absolute error
in computing sin x for0 < x < 1.
b. Compute the maximum absolute and relative errors implied by your tables.

¢. Compare these errors and the implementation cost of your scheme to those of a
straight table-lookup scheme, where x is used to access a 256 x 8 table, and discuss.

Interpolating memory

a. Construct a table similar to Table 24.1 corresponding to the tabular evaluation of the
function e* for x in [1, 2). Compare the absolute and relative errors for this function
to those in Table 24.1 and discuss.

b. Repeat part a for the function 1/x, with x in [1, 2).
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24.11

24.12

24.13

24.14

24.15

24.16

24.17

¢. Repeat part a for the function 4/x, where x in [1, 4).

Accuracy of interpolating memory

a. Extend the linear interpolation part of Fig. 24.6 for & up to 16 bits. Show your
analysis in full and present the resulting data in tabular as well as graphic form.

b. Repeat part a for linear interpolation applied to the function sin x.

¢ Repeat part a for linear interpolation applied to the function ¢*.
Discuss and compare the observed trends in parts a, b, and c.

Piecewise table lookup For the piecewise table-lookup method of function evaluation,
presented at the beginning of Section 24.6, discuss how the exponent and sign are
handled [Wong95].

Modular reduction with a single table In the description of Fig. 24.7, it was mentioned
that for ¢ > d, two tables are required. For g < d, Table 2 of Fig. 24.7 can be eliminated.
Derive conditions under which such a single-table realization leads to a smaller total
table size.

Modular reduction by two-step refinement In the two-table modular reduction method
shown in Fig. 24.8, it is possible to modify the contents of Table 1 (without increasing
its size) in such a way that the d*-bit adder can be replaced by an h-bit adder plus
some extra logic. Show how this can be accomplished and discuss the speed and cost
implications of the modified design.

Modular reduction using tables only Consider tabular reduction by multilevel table
lookup using no component other than tables. Figures 24.7 and 24.8 can both be
converted to such pure tabular realizations by replacing the adders with tables. Note
that other simplifications might occur once the adders have been removed.

a. Derive the total table size for the pure tabular version of Fig. 24.7.

b.  Derive the total table size for the pure tabular version of Fig. 24.8.

¢. Compare the results of parts a and b and discuss.

Multilevel modular reduction

a. Generalize the two-level table-lookup scheme of Fig. 24.7 to more than two tables
in level 1 followed by a single table, and no other component, in level 2. Discuss
how the optimal number of tables in level 1 can be determined.

b. Show how the scheme of part a can be extended to three or more levels.
¢. Is the scheme of Fig. 24.8 generalizable to more than two levels?

Reduced tables for RNS multiplication

a. By relating the mod-p product of p — x and p — y to xy mod p, show that the size
of a mod-p multiplication table can be reduced by a factor of about 4 [Parh93b].

b. Show that an additional twofold reduction in table size is possible because of the
commutativity of modular multiplication, namely, xy mod p = yx mod p. Explain
how the reduced table is addressed.
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PART
VII

IMPLEMENTATION
TOPICS

We have thus far ignored several important topics that bear on the usefulness and
overall quality of computer arithmetic units. In some contexts—say, when we want
the hardware to support two floating-point arithmetic operations per cycle on the
average and do not mind that the result of each operation becomes available after
many cycles—throughput might be more important than latency. Pipelining is the
mechanism used to achieve high throughput while keeping the cost and size of
the circuits in check. In other contexts, the size or power requirements of the
arithmetic circuits are of primary concern. Finally, in critical applications, or in
harsh operating environments, tolerance to permanent and transient hardware faults
might be required. These topics, along with historical perspectives, case studies,
and a look at the impact of emerging technologies, form the following four chapters
of this part.

Chapter 25 High-Throughput Arithmetic
Chapter 26 Low-Power Arithmetic
Chapter 27 Fault-Tolerant Arithmetic
Chapter 28 Past, Present, and Future
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Chapter

25 |HIGH-THROUGHPUT
ARITHMETIC

With very few exceptions, our discussions to this point have focused on
methods of speeding up arithmetic computations by reducing the input-
to-output latency, defined as the time interval between the application of
inputs and the availability of outputs. When two equal-cost implementations
were possible, we always chose the one offering a smaller latency. Once
we look beyond individual operations, however, latency ceases to be the
only indicator of performance. In pipelined mode of operation, arithmetic
operations may have higher latencies owing to pipelining overhead. How-
ever, one hardware unit can perform multiple overlapped operations at once.
This concurrency often more than makes up for the higher latency. Chapter
topics include:

25.1 Pipelining of Arithmetic Functions
25.2 Clock Rate and Throughput

25.3 The Earle Latch

25.4 Parallel and Digit-Serial Pipelines
25.5 On-Line or Digit-Pipelined Arithmetic
25.6 Systolic Arithmetic Units

25.1 PIPELINING OF ARITHMETIC FUNCTIONS

The key figure of merit for a pipelined implementation is its computational throughput, defined
as the number of operations that can be performed per unit time. The inverse of throughput, the
pipelining period, is the time interval between the application of successive input data sets for
proper overlapped computation. Of course, latency is still important for two reasons:

1. There may be an occasional need to perform single operations that are not immediately
followed by others of the same type.

2. Data dependencies or conditional execution (pipeline hazards) may force us to insert
bubbles into the pipeline or to drain it altogether.

413
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However, in pipelined arithmetic, latency assumes a secondary role. We will see later in this
chapter that at times, a pipelined implementation may improve the latency of a multistep
arithmetic computation while also reducing its hardware cost. In such a case, pipelining is
obviously the preferred method, offering the best of all worlds.

Figure 25.1 shows the structure of a o-stage arithmetic pipeline. Before considering a
number of practical issues in the design of arithmetic pipelines, it is instructive to study the
trade-offs between throughput, latency, and implementation cost.

Consider an arithmetic function unit whose initial cost is g (in number of logic gates, say)
and has a latency of 7. Our analysis will be based on a number of simplifying assumptions:

1. The pipelining time overhead per stage is t (latching time delay).
2. The pipelining cost overhead per stage is y (latching cost).

3. The function can be divided into o stages of equal latency for any o

Then, the latency T, throughput R, and cost G of the pipelined implementation are:

Latency T=t+or1
1 1
Throughput R=—=
HEnpY T/o tlo+T
Cost G=g+oy

We see that, theoretically, throughput approaches its maximum possible value of 1/7 when o
becomes very large. In practice, however, it does not pay to reduce ¢ /o below a certain threshold;
typically four logic gate levels. Even then, one seldom divides the logic into four-level slices
blindly; rather, one looks for natural boundaries at which interstage signals (and thus latching
costs) will be minimized, even though this may lead to additional stage delay. But let us assume,
for the sake of simplifying our analysis, that pipeline stage delay is uniformly equal to four gate
delays (48). Then, o = t/(468) and:

T
Latenc T =t (I ——)
y + 3
Throughput R L !
roughpu =— =
£ Tjo W+t
ty
Cost G=g(1+ -
¢ ( 4g5)
34—»»«-- t m—-—}t Fig. 25.1 An arithmetic function
in unit and its o-stage pipelined
—» Nonpipelined _R“t version.
Input Interstage latches Output

Iatches""} * * + r latches

In Qut
B—> 1 2 34l-..] ¢ IH»

(t/c) +
-’i‘ TN‘ t+ ot 2
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The preceding equalities give us an idea of the overhead in latency, t/(48), and implemen-
tation cost, ¢y /(4g8), to maximize the computational throughput within practical limits.

If throughput is not the single most important factor, one might try to maximize a composite
figure of merit. For example, throughput per unit cost may be taken as representing cost-
effectiveness:

R o

E=>e— -
G t+ot)g+oy)

To maximize E, we compute dE /do:
dE tg — oty
do  (t+o1)(g+0oy)?

1/2
aOpl= Lg !
Ty

Our simplified analysis thus suggests that the optimal number of pipeline stages for maximal
cost-effectiveness is directly related to the latency and cost of the original function and inversely
related to pipelining delay and cost overheads: it pays to have many pipeline stages if the function
to be implemented is very slow or highly complex, but few pipeline stages are in order if the
time and/or cost overhead of pipelining is too high. All in all, not a surprising result!

As an example, with ¢+ = 408, g = 500 gates, t = 446, and y = 50 gates, we obtain
ot = 10 stages. The result of pipelining is that both cost and latency increase by a factor of 2
and throughput improves by a factor of 5. Of course when pipeline hazards are factored in, the
optimal number of stages will be much smaller.

Equating d E /do with 0 yields:

25.2 CLOCK RATE AND THROUGHPUT

Consider a o-stage pipeline and let the worst-case pipeline stage delay be #yge. Suppose one set
of inputs is applied to the pipeline at time . At time #; + Zyage + T, the results of this set are
safely stored in output latches for the stage. Applying the next set of inputs at time #, satisfying
Iy > 1 + tsge + T is enough to ensure proper pipeline operation. With the preceding condition,
one set of inputs can be applied to the pipeline every tyage + T time units:

Clock period = At =8, — 1] = fypge + 7

Pipeline throughput is simply the inverse of the clock period:

1
<
clock period ~ fgage + T

Throughput =

The preceding analysis assumes that a single clock signal is distributed to all circuit elements
and that all latches are clocked at precisely the same time. In reality, we have some uncontrolled
or random clock skew that may cause the clock signal to arrive at point B before or after its
arrival at point A. With proper design of the clock distribution network, we can place an upper
bound +¢ on the amount of uncontrolled clock skew at the input and output latches of a pipeline
stage. Then, the clock period is lower-bounded as follows:
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Clock period = At =1 — 1) > fstage + T + 2¢

The term 2¢ is included because we must assume the worst case when input latches are clocked
later and the output latches earlier than planned, reducing the time that is available for stage
computation by 2¢. We thus see that uncontrolled clock skew degrades the throughput that would
otherwise be achievable.

For a more detailed examination of pipelining, we note that the stage delay Lstage 18 really
not a constant but vaties from fyni, t0 fimax, SaY; fmin corresponds to fast paths through the logic
(fewer gates or faster gates on the path) and .y, to slow paths. Suppose that one set of inputs is
applied at time #,. At time #; + #max + T, the results of this set are safely stored in output latches
for the stage. Assuming that the next set of inputs are applied at time #,, we must have

f2 + tmin = +fmax + T

if the signals for the second set of inputs are not to get intermixed with those of the preceding
inputs. This places a lower bound on the clock period:

Clock period = At =t — 1] > tiax — tmin + T

The preceding inequality suggests that we can approach the maximum possible throughput of
1/7 without necessarily requiring very small stage delay. All that is required is to have a very
small delay variance fmax — fmin.

Using the delay through a pipeline segment as a kind of temporary storage, thus allowing
“waves” of unlatched data to travel through the pipeline, is known as wave pipelining [Flyn95].
The concept of wave pipelining is depicted in Fig. 25.2, with the wave fronts showing the spatial
distribution of fast and slow signals at a given instant. Fi gure 25.3, an alternate representation of
wave pipelining, shows why it is acceptable for the transient regions of consecutive input sets
to overlap in time (horizontally) as long as they are separated in space (vertically). Note that
conventional pipelining provides separation in both time and space.

The preceding discussion reveals two distinct strategies for increasing the throughput of a
pipelined function unit: (1) the traditional method of reducing #pmax, and (2) the counterintuitive
method of increasing #., so that it is as close 10 £,y as possible. In the latter method, reducing

Wave front Wave front Wave front Wave front
i+3 i+2 i+1 i
(not yet applied) (just arriving at stage output)
[ Faster signals
5 5
g g
()] [¢]
g S
& =
7]
L | Slower signals
Allowance for .-...-J tmax — tmin

latching, skew, etc.

Fig. 25.2  Wave pipelining allows multiple computational wave fronts to coexist in a single
pipeline stage.
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Imax i beneficial only to the extent that such reduction softens the performance penalty of pipeline
hazards.

Suppose, for the moment, that #,.x — fmin = 0. Then, the clock period can be taken to be
At > 7t and the throughput becomes 1/At < 1/7. Since a new input enters the pipeline stage
every At time units and the stage latency is #max + 7, the clock application at the output latch
must be skewed by (fmax + 7) mod Az to ensure proper sampling of the results. For example,
if thax + T = 12 ns and Ar = 5 ns, then a clock skew of +2 ns is required at the stage
output latches relative to the input latches. This controlled clock skew is a necessary part of
wave pipelining.

More generally, #max — fmin 18 Nonzero and perhaps different for the various pipeline stages.
Then, the clock period At is lower-bounded as follows:

At > max (;,g‘;x -9 4 r)

1<i<o m
and the controlled clock skew at the output of stage i will be:

i

O = Z (t‘;/;,)x + 1:) mod At
j=1

We still need to worry about uncontrolled or random clock skew. With the amount of uncontrolled
skew upper-bounded by +¢, we must have:

Clock period = At =) — ] > tmax — tmin + T + 4¢
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We include the term 4¢ because at input, the clocking of the first set of inputs may lag by &, while
that of the second set leads by ¢ (a net difference of 2¢). In the worst case, the same difference
of 2¢ may exist at the output, but in the opposite direction. We thus see that uncontrolled clock
skew has a larger effect on the performance of wave pipelining than on standard pipelining,
especially in relative terms (¢ is now a larger fraction of the clock period).

25.3 THE EARLE LATCH

The Earle latch, named after its inventor, J. G. Earle, is a storage element whose output z follows
the data input d whenever the clock input C becomes 1. The input data is thus sampled and
held in the latch as the clock goes from 1 to 0. Once the input has been sampled, the latch is
insensitive to further changes in d as long as the clock C remains at 0. Earle designed the latch
of Fig. 25.4 specifically for latching carry-save adders. .

Earlier, we derived constraints on the minimum clock period Af or maximum clock rate
1/At. The clock period At has two parts: the duration of the clock being high, Chgh, and duration
of the clock being low, Cjy,.

At = Chigh + Ciow

Now, consider a pipeline stage that is preceded and followed by Earle latches. The duration
of the clock being high in each period, Chigh, must satisfy the inequalities

3‘Smax - (Smin + Smax(CTs é»l/) < Chigh =< 25min ~+ fmin

where 8pax and 8, are maximum and minimum gate delays and Spax(C 1, € L) > 0 is the
maximum skew between C going high and C going low at the latch input. The right-hand
inequality, constraining the maximum width of the clock pulse, simply asserts that the clock
must go low before the fastest signals from the next input data set can affect the input z of
the Earle latch at the end of the stage. The left-hand inequality asserts that the clock pulse
must be wide enough to ensure that valid data is stored in the output latch and to avoid
logic hazard, should the O-to-1 transition of C slightly lead the 1-to-0 transition of € at the
latch inputs.

The constraints given in the preceding paragraph must be augmented with additional terms
to account for clock skew between pipeline segments and to ensure that logic hazards do not lead
to the latching of erroneous data. For a more detailed discussion, see [Flyn82, pp. 221-222].

An attractive property of the Earle latch is that it can be merged with the two-level AND-OR
logic that precedes it. For example, to latch

Fig. 254 Two-level AND-OR realization of the
w Earl latch.
T =D
c )
- y

Oa
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Fig.25.5 Two-level AND-OR latched
realization of the function 7z = vw + xy.

Os<

=

Ql

Svv[slv

d =vw+xy
coming from a two-level AND-OR circuit, we substitute for d in the equation for the Earle latch
z=dC+dz+Cz
to get the following combined (logic and latch) circuit implementing z = vw + xy:

7 = @w+xy)C + (vw +xy)z+ Cz
= vwC +xyC + vwz + xyz + Cz

The resulting two-level AND-OR circuit is shown in Fig. 25.5.

25.4 PARALLEL AND DIGIT-SERIAL PIPELINES

Consider the computation:

(a+ byed'?
‘s [ e 7 ]

To compute z, we need to perform two additions, two multiplications, a division, and a square-
root extraction, in the order prescribed by the flow graph shown in Fig. 25.6a. Assuming that
multiplication, division, and square-rooting take roughly the same amount of time and that
addition is much faster, a timing diagram for the computation can be drawn as shown in Fig. 25.6b.
In deriving this timing diagram, it is assumed that enough hardware components are available
to do the computation with maximum possible parallelism. This implies the availability of one
adder and perhaps a shared multiply/divide/square-root unit.

If the preceding computation is to be performed repeatedly, a pipelined implementation
might be contemplated. By using a separate function unit for each node in the flow graph of
Fig. 25.6a and inserting latches between consecutive operations, the throughput can be increased
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Fig. 25.6 (a) Flow graph representation of an arithmetic expression and (b) timing diagram for its
evaluation with digit-parallel computation.

by roughly a factor of 4. However, the requirement for separate multiply, divide, and square-root
units would cause the implementation cost to become quite high.

How would one go about doing this computation bit-serially? Bit-serial addition, with the
inputs supplied from the least significant end, is easy. We also know how to design an LSB-first,
bit-serial multiplier (Section 12.3). With LSB-first, bit-serial computation, as soon as the LSBs
of a + b and ¢ x d are produced, a second bit-serial multiplier can begin the computation of
(a + b) x (cd). This bit-level pipelining is attractive because each additional function unit on
the critical path adds very little to the overall latency.

Unfortunately, however, both division and square-rooting are MSB-first operations. So, we
cannot begin the division operation in Fig. 25.6 until the results of (a + b) x (cd) and e — f
are available in full. Even then, the division operation cannot be performed in an MSB-first,
bit-serial fashion since the MSB of the quotient ¢ in general depends on all the bits of dividend
and divisor. To see this, consider the decimal division example 0.1234/0.2469. After inspecting
the most significant digits of the two operands, we cannot tell what the MSD of the quotient
should be, since

0.1xxx

0.2xxx

can be as large as 0.1999/0.2000 ~ 0.9995 or as small as 0.1000/0.2999 ~ (.3334 (the MSD of
the quotient can thus assume any value in [3, 9]). After seeing the second digit of each operand,
the ambiguity is still not resolved, since

0.12xx
0.24xx

can be as large as 0.1299/0.2400 ~ 0.5413 or as small as 0.1200/0.2499 = 0.4802. The next
pair of digits further restricts the quotient value to the interval from 0.1239/0.2460 =~ 0.5037 to
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0.1230/0.2469 ~ 0.4982 but does not resolve the ambiguity in the MSD of ¢. Only after seeing
all digits of both operands are we able to decide thatg_; = 4.

To summarize the preceding discussion, with standard number representations, pipelined
bit-serial or digit-serial arithmetic is feasible only for computations involving additions and
multiplications. These operations are done in LSB-first order, with the output from one block
immediately fed to the next block. Division and square-rooting force us to assemble the entire
operand(s) and then use one of the algorithms discussed earlier in the book.

If we are allowed to produce the output in a redundant format, quotient/root digits can be
produced after only a few bits of each operand have been seen, since the precision required for
selecting the next quotient digit is limited. This is essentially because a redundant representation
allows us to recover from an underestimated or overestimated quotient or root digit. However, the
fundamental difference between LSB-first addition and multiplication and MSB-first division
and square-rooting remains and renders a bit-serial approach unattractive.

25.5 ON-LINE OR DIGIT-PIPELINED ARITHMETIC

Redundant number representation can be used to solve the problems discussed at the end of
Section 25.4. With redundant numbers, not only can we perform division and square-rooting
digit-serially, but we can also convert addition and multiplication to MSD-first operations, thus
allowing for smooth flow of data in a pipelined digit-serial fashion.

Figure 25.7 contrasts the timing of the digit-parallel computation scheme (Fig. 25.6) to
that of a digit-pipelined scheme. Operations now take somewhat longer to complete (though
not much longer, since the larger number of cycles required is partially offset by the higher
clock rate allowed for the simpler incremental computation steps). However, the various com-
putation steps are almost completely overlapped, leading to smaller overall latency despite
the simpler hardware. The reason for varying operation latencies, defined as the time inter-
val between receiving the ith input digits and producing the ith output digit, will become
clear later.

Again, if the computation is to be performed repeatedly, the pattern shown in the digit-
pipelined part of Fig. 25.7 can be repeated in time (with a small gap for resetting of the storage
elements). Thus, the second computation in Fig. 25.7 can begin as soon as all the digits of the
current inputs have been used up.

All that remains is to show that arithmetic operations can be performed in a digit-serial
MSD-first fashion, producing the stream of output digits with a small, fixed latency in each case.
Binary signed-digit operands, using the digit set [—1, 1] in radix 2, result in the simplest digit-
pipelined arithmetic hardware. A hi gher radix r, with its correspondingly larger digit set, leads to
greater circuit complexity, as well as higher pin count, but may improve the performance, given
the smaller number of cycles required to supply the inputs. An improvement in performance
is uncertain because the more complicated circuit will likely dictate a lower clock rate, thus
nullifying some or all of the gain due to reduced cycle count. In practice, r > 16 is seldom
cost-effective.

Floating-point numbers present additional problems in that the exponents must arrive first
and the significands must be processed according to the result of the exponent preprocessing.
However, the adjustments needed are straightforward and do not affect the fundamental notions
being emphasized here.

Addition is the simplest operation. We already know that in carry-free addition, the (—i)th
result digit is a function of the (—i)th and (—i-1)th operand digits. Thus, upon receiving the two
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Fig. 25.7 Digit-parallel versus digit-pipelined computation.

most significant digits of the two operands, we have all the information that we need to produce
the MSD of the sum/difference.

Figure 25.8 shows a digit-serial MSD-first implementation of carry-free addition. The circuit
shown in Fig. 25.8 essentially corresponds to a diagonal slice of Fig. 3.2b and imposes a latency
of 1 clock cycle between its input and output.

When carry-free addition is inapplicable (as is the case for binary signed-digit inputs, e.g.),
a limited-carry addition algorithm must be implemented. For example, using a diagonal slice
of Fig. 3.11a, we obtain the design shown in Fig. 25.9 for digit-pipelined limited-carry addition
with a latency of 2 clock cycles.

Multiplication can also be done with a delay of 1 or 2 clock cycles, depending on whether the
chosen representation supports carry-free addition. Figure 25.10 depicts the process. In the ith
cycle, i — 1 digits of the operands a and x have already been received and are available in internal
registers; call these ai_; ;1 and x(_1 _;+1]. Also an accumulated partial product p@~ (true
sum of the processed terms, minus the digits that have already been output) is available. When
a_; and x_; are received, the three terms x_;a[_1,—;+1) (two-digit horizontal value in Fig. 25.10),

Decimal example:

W_j (interim sum)

t-i+1

~»{]

9 Latch
Latch
Shaded boxes show the ‘
"unseen" or unprocessed

parts of the operands and
unknown part of the sum

Fig. 25.8 Digit-pipelined MSD-first carry-free addition.
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BSD example:
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Fig. 25.9 Digit-pipelined MSD-first limited-carry addition.

a—iX[-1,i+1) (two-digit diagonal value in Fig. 25.10), and a_;x_; (circled term in Fig. 25.10)
are computed and combined with the left-shifted p@~ to produce an interim partial product by
a fast carry-free (limited-carry) addition process. The most significant digit of this result is the
next output digit and is thus discarded before the next step. The remaining digits form p®.

Figure 25.11 depicts a possible hardware realization for digit-pipelined multiplication of
BSD fractions. The partial multiplicand a;_; _;1; and partial multiplier x[_; _; ;4] are held in
registers and the incoming digits a_; and x_; are used to select the appropriate multiples of
the two for combining with the product residual p¢~1. This three-operand carry-free addition
yields an output digit and a new product residual p® to be used for the next step. Note that if the
digit-pipelined multiplier is implemented based on Fig. 25.10, then a_; and x_; must be inserted
into the appropriate position in their respective registers. Alternatively, each of the digits a_;
and x_; may be inserted into the LSD of its respective register, with p_;,, extracted from the
appropriate position of the three-operand sum.

Digit-pipelined division is more complicated and involves a delay of 34 cycles. Intuitively,
the reason for the higher delay in division is seen to lie in the uncertainties in the dividend and
divisor, which affect the result in opposite directions. The division example of Table 25.1 shows
that with r = 4 and digit set [—2, 2], the first quotient digit g_, may remain ambiguous until
the fourth digit in the dividend and divisor have appeared. Note that with the given digit set,
only fractions in the range (—2/3, 2/3) are representable (we have assumed that overflow is
impossible and that the quotient is indeed a fraction).

Being processed Fig. 25.10 Digit-pipelined MSD-first
Alreaa;" ' multiplication process.
processefl | Unknown
.1 0{1 e 2

x.171{1

-———
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Fig. 25.11 Digit-pipelined MSD-first BSD multiplier.

Note that the example in Table 25.1 shows only that the worst-case delay with this particular
representation is at least 3 cycles. One can in fact prove that 3 cycles of delay always is sufficient,
provided the number representation system used supports carry-free addition. If limited-carry
addition is called for, 4 cycles of delay is necessary and sufficient.

The algorithm for digit-pipelined division and its hardware implementation are similar to
those of multiplication. A residual is maintained which is in effect the result of subtracting the
product of the known digits of the quotient g and the known digits of the divisor d from the
dividend z. With each new digit of ¢ that becomes known, the product of that digit and the partial
divisor, as well as the product of the new digit of d and the partial quotient, must be subtracted
from the residual. A few bits of the residual, and of the divisor d, may then be used to estimate
the next quotient digit.

Square-rooting can be done with a delay of 1-2 cycles, depending on the number repre-
sentation system used. The first square-rooting example in Table 25.2 shows that, with r = 10
and digit set [—6, 6], the first root digit g_; may remain ambiguous until the second digit
in the radicand has appeared. The second example, with r = 2 and digit set [—1, 1], shows
that 2 cycles of delay may be needed in some cases. Again the algorithm and required hard-
ware for digit-pipelined square-rooting are similar to those for digit-pipelined multiplication
and division.

TABLE 25.1
Example of digit-pipelined division showing the requirement for 3 cycles of delay before
quotient digits can be output (radix = 4, digit set = [-2, 2])

Cycle Dividend Divisor q Range q—1 Range
1 (.0 our (-1 our (—‘2/3, 2/3) [-2,2]
2 (00 our (172 our (”2/4“ 2/4) [_2’ 2}
3 (001 our (17272 four (1/16, 5/16) [0, 1]
4 (0010 our (1727272« our (10/64, 14/64) 1
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TABLE 25.2

Examples of digit-pipelined square-root computation showing the requirement
for 1-2 cycles of delay before root digits can be output (radix = 10,

digit set = [—6, 6], and radix = 2, digit set = [-1, 1])

Cycle Radicand q Range q—1 Range
1 (3 en (+/7730, /TT/30) (5,61
2 (34 en (v/1/3,/26/75) 6
1 (0 Jwo 0.41/2) [0,1]
2 (01 Iwo 0, V172) (0.1]
3 (011 )wo 1/2,/172) 1

25.6 SYSTOLIC ARITHMETIC UNITS

In our discussion of the design of semisystolic and systolic bit-serial unsigned or 2’s-complement
multipliers (Section 12.3), we noted that the systolic design paradigm allows us to implement
certain functions of interest as regular arrays of simple cells (ideally, all identical) with intercell
signals carried by short, local wires. To be more precise, we must add to the requirements
above the following: no unlatched signal can be allowed to propagate across multiple cells (for
otherwise a ripple-carry adder would qualify as a systolic design).

The term “systolic arrays” [Kung82] was coined to characterize cellular circuits in which
data elements, entering at the boundaries, advance from cell to cell, are transformed in an
incremental fashion, and eventually exit the array, with the lock-step data movement across
the array likened to the rhythmic pumping of blood in the veins. As VLSI circuits become
faster and denser, we can no longer ignore the contribution of signal propagation delay on long
wires to the latency of various computational circuits. In fact, propagation delay, as opposed to
switching or gate delays, is now the main source of latency in modern VLSI design. Thus, any
high-performance design requires great attention to minimizing wire length, and in the extreme,
adherence to systolic design principles.

Fortunately, we already have all the tools needed to design high-performance systolic
arithmetic circuits. In what follows, we present two examples.

An array multiplier can be transformed into a bit-parallel systolic multiplier through the
application of pipelining methods discussed earlier in this chapter. Referring to the pipelined
5 x 5 array multiplier in Fig. 11.17, we note that it requires the bits ; and x; to be broadcast
within the cells of the same column and row, respectively. Now, if a; is supplied to the cell at
the top row and is then passed from cell to cell in the same column on successive clock ticks,
the operation of each cell will be delayed by one time step with respect to the cell immediately
above it. If the timing of the elements is adjusted, through insertion of latches where needed,
such that all other inputs to the cell experience the same added delay, the function realized
by the circuit will be unaffected. This type of transformation is known as systolic retiming. Of
course, additional delays must be inserted on the p outputs if all bits of the product are to become
available at once. A similar modification to remove the broadcasting of the x; signals completes
the design.
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Fig. 25.12 High-level design of a systolic radix-4, digit-pipelined multiplier.

Similarly, a digit-pipelined multiplier can be designed in systolic form to maximize the clock
rate and thus the computation speed. Since in the design shown in Fig. 25.11, a_; and x_; are
effectively broadcast to a set of 2-to-1 multiplexers, long wires and large fan-outs are involved.
Since, however, not all the digits of x_;a;_;,—i+1) and a_;x;—1,—;+17 are needed right away, we
can convert the design into a cellular array (Fig. 25.12) in which only the most significant digits
of x_;aj—1,—i+17 and a_;x[—1 —;+1] are immediately formed at the head cell, with a_; and x_;
passed on to the right on the next clock tick to allow the formation of other digits in subsequent
clock cycles and passing of the results to the left when they are needed. Supplying the details of
this systolic design is left as an exercise.

25.1

25.2

Maximizing a pipeline’s throughput The assertion in Section 25.1 that the throughput
of a pipeline is the inverse of its clock period (which is the sum of the stage delay and
latching overhead) is based on the implicit assumption that the pipeline will be utilized
continuously for a long period of time. Let ¢ be the probability that a computation is
dependent on the preceding computation so that it cannot be initiated until the results of
its predecessor have emerged from the pipeline. For each such computation encountered,
the pipeline will go unused for o — 1 cycles, where o is the number of stages. Derive the
optimal number of pipeline stages to maximize the effective throughput of a pipeline
under these conditions.

Clock rate and pipeline throughput A four-stage pipeline has stage delays of 17, 15,
19, and 14 ns and a fixed per-stage latching overhead of 2 ns. The parameter ¢, defined
as the fraction of operations that cannot enter the pipeline before the preceding operation
has been completed, is 0.2.

a. Whatclock cycle time maximizes throughput if stages cannot be further subdivided?
Assume that there is no uncontrolled clock skew.

b. Compare the throughput of part a to the throughput without pipelining.
What is the total latency through the pipeline with the cycle time of part a?

d. What clock cycle time maximizes the throughput with arbitrary subdivisions al-
lowed within stages? Latches at the natural boundaries above are not to be removed,
but additional latches can be inserted wherever they would be beneficial.

What is the total latency through the pipeline with the assumptions of part d?

Repeat parts a—e, this time assuming an uncontrolled skew of £1 ns in the arrival
of each clock pulse.

g. The use of a more elaborate clock distribution network, doubling the clock wiring
area (cost) from 20% to 40% of g, can virtually eliminate the uncontrolled clock
skew of part f. Would you use the alternate network? Explain.
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Optimal pipelining In the analysis of optimal pipelining in Section 25.1, we assumed
that pipelining time and cost overhead per stage are constants. These are simplifying
assumptions: in fact, the effects of clock skew intensify for longer, more complex
stages and latching overhead increases if the function is sliced indiscriminately at a
large number of points. Discuss the optimal number of pipeline stages with each of the
following modifications to our original simplifying assumptions.

a. Clock skew increases linearly with stage delay, so that the time or clocking overhead
per stage is T + ta /0.

b. Cost overhead per stage, which grows if the logic function is cut at points other
then natural subfunction boundaries, is modeled as a linear function y + o of the
number of stages.

¢. Both modifications given in parts a and b are in effect.

Wave pipelining A four-stage pipeline has maximum stage delays of 14, 12, 16, 11
ns, minimum stage delays of 7, 9, 10, 5 ns, and a fixed per-stage overhead of 3 ns. The
parameter ¢ defined as the fraction of operations that cannot enter the pipeline before
the preceding operation has been completed, is 0.2.

a. With no controlled clock skew allowed, what are the minimum cycle time and the
resulting latency?

b. If we allow controlled clock skew, what are the minimum cycle time, clock skews
required at the end of each of the four stages, and the overall latency?

c. Repeat parts a and b, this time assuming an uncontrolled skew of &1 ns in the arrival
of each clock pulse.

Earle latch logic hazard The Earle latch shown in Fig. 25.4 has a logic hazard.

a. Show the hazard on a Karnaugh map and determine when it leads to failure.
b. Propose a modified latch without a hazard and discuss its practicality.

Latched full adders

a. Present the complete design of a binary full adder with its sum and carry computa-
tions merged with Earle latches.

b. Derive the latching cost overhead with respect to an unlatched FA and an FA
followed by separate Earle latches.

Evaluating a pipelined array multiplier For the pipelined array multiplier design of
Fig. 11.17, assume that FA delay is 8 ns and latching overhead is 3 ns.
a. Find the throughput of the design as shown in Fig. 11.17.

b. Modify the design of Fig. 11.17 to have latches following every 2 FAs and repeat
part a.

¢. Modify the design to have latches following every 3 FAs and repeat part a.
d. Compare the cost-effectiveness of the designs of parts a—c and discuss.

e. The design of Fig. 11.17 can be modified so that the lower part uses HAs instead
of FAs. Show how the modification should be done and discuss its implications on
optimal pipelining. Assume that HA delay is 4 ns.
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25.8

25.9

25.10

25.11

25.12

25.13

25.14

25.15

Pipelined ripple-carry adders In designing a deeply pipelined adder, the ripple-carry
design provides a good starting point. Study the variations in pipelined ripple-carry
adders and their cost—performance implications [Dadd96].

Optimally pipelined adders In a particular application, 80% of all additions result
from operations on long vectors and can thus be performed with full pipeline utilization,
leading to a throughput of one addition per clock cycle. The remaining 20% are individual
additions for which the total latency of the pipelined adder determines the execution rate.
Considering each adder type discussed in Chapters 5-7, derive an optimally pipelined
design for the preceding application so that the average addition time is minimized. Is
there any adder type that cannot be effectively pipelined? Discuss.

Pipelined multioperand adders Show that pipelined implementation of a multioperand
adder with binary inputs is possible so that the clock period is dictated by the latency of
one full-adder [Yeh96].

Digit-pipelined incrementer/decrementer To compute the expression (x —1)/(x +1)
in digit-pipelined fashion, we need to use an incrementer and a decrementer that feed a
divider. Assume the use of BSD numbers.

a. Present the design of a combined digit-pipelined incrementer/decrementer unit.
b. Compare your design to a digit-pipelined BSD adder and discuss.

Digit-pipelined multiplier The multiplier design shown is Fig. 25.11 is incomplete in
two respects. First, it does not show how the term a_;x_; is accommodated. Second, it
does not specify the alignment of the operands in the three-operand addition or even the
width of the adder.

a. Complete the design of Fig. 25.11 by taking care of the problems just identified.

b. Specify additions and modifications to the design for radix-4 multiplication using
the digit set [—2, 2].

Digit-pipelined voting circuits An n-input majority voter produces an output that is
equal to a majority of its » inputs, if such a majority exists; otherwise it produces an
error signal. A median (mean) voter outputs the median (numerical average) of its n
inputs.

a. Show how a three-input digit-serial mean voter can be designed if the inputs are
presented in BSD form. What is the latency of your design?

b. Under what conditions can a bit-serial mean voter, with standard binary inputs, be
designed and what would be its latency?

¢. Discuss whether, and if so, how a digit-serial majority or median voter with BSD
inputs can be implemented.

d. Repeat part ¢ with standard binary inputs.

Systolic digit-pipelined multiplier Design a systolic radix-4 digit-pipelined multiplier
structured as in Fig. 25.12 based on the ideas presented in Section 25.6.

Systolic array multiplier
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Based on the discussions in Section 25.6, convert the pipelined array multiplier
design of Fig. 11.17 into a fully pipelined systolic array multiplier.

Repeat part a, this time assuming that propagation across two cells is acceptable.

25.16 Delays in on-line arithmetic That digit-pipelined addition can be performed with one
or two cycles of delay between input arrival and output production is a direct result of
the theories of carry-free and limited-carry addition developed in Chapter 3.

With reference to Fig. 25.10 for digit-pipelined multiplication of BSD numbers,
show that two cycles of delay is adequate.

Show that digit-pipelined multiplication can be performed with 2-3 cycles of delay.
What would be the delay of a digit-pipelined multiply-add unit?

Show that digit-pipelined square-rooting can be performed with 1-2 cycles of delay.
Show that digit-pipelined division can be performed with 34 cycles of delay.
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LOW-POWER
ARITHMETIC

Classical computer arithmetic focuses on latency and hardware complexity
as the primary parameters to be optimized or traded off against each other. We
saw in Chapter 25 that throughput is also important and may be considered in
design trade-offs. Recently, power consumption has emerged as a key factor
for two reasons: limited availability of power in small portable or embedded
systems and limited capacity to dispose of the heat generated by fast, power-
hungry circuits. In this chapter, we review low-power design concepts that
pertain to the algorithm or logic design level; as opposed to circuit-level
methods, which are outside the scope of this book. Chapter topics include:

26.1. The Need for Low-Power Design
26.2. Sources of Power Consumption
26.3. Reduction of Power Waste

26.4. Reduction of Activity

26.5. Transformations and Tradeoffs
26.6. Some Emerging Methods

26.1 THE NEED FOR LOW-POWER DESIGN

430

In modern digital systems, factors other then speed and cost are becoming increasingly important.
For example, portable or wearable computers are severely constrained in weight, volume, and
power consumption. Whereas weight and volume might seem to be strongly correlated with
circuit complexity or cost, factors external to the circuits themselves often dominate the system’s
weightand volume. For example, packaging, power supply, and cooling provisions might exhibit
variations over different technologies that dwarf the contribution of the circuit elements to weight
and volume. In power consumption, too, logic and arithmetic circuits might be responsible for
only a small fraction of the total power. Nevertheless, it is important to minimize power wastage
and to apply power saving methods wherever possible.

In portable and wearable electronic devices, power is at a premium. Nickel-cadmium
batteries offer around 40-50 watt-hours of energy per kilogram of weight [Raba96], requiring
the total power consumption to be limited to 3-5 W to make a day’s worth of operation
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feasible between recharges, given a practical battery weight of under | kg. Power management
becomes even more daunting if we focus on personal communication/computation devices
with a battery weight of 0.1 kg or less. Newer battery technologies improve the situation only
marginally.

This limited power must be budgeted for computation, storage (primary and secondary),
video display, and communication, making the share available for computation relatively small.
The power consumption of modern microprocessors grows almost linearly with the product of
die area and clock frequency and today stands at a few tens of watts in high-performance designs.
This is 1-2 orders of magnitude higher than what is required to achieve the aforementioned goal
of 3—5 W total power. Roughly speaking, such processors offer 10-20 MFLOPS of performance
for each watt of power dissipated.

The preceding discussion leads to the somewhat surprising conclusion that reducing power
consumption is also important for high-performance uniprocessor and parallel systems that do
not need to be portable or battery-operated. The reason is that higher power dissipation requires
the use of more complex cooling techniques, which are costly to build, operate, and maintain.
In addition, digital electronic circuits tend to become much less reliable at high operating
temperatures; hence we have another incentive for low-power design.

While improvements in technology will steadily increase the battery capacity in portable
systems, it is a virtual certainty that increases in die area and clock speed will outpace the
improvements in power supplies. Larger circuit area and higher speed are direct results of greater
demand for functionality as well as increasing emphasis on computation-intensive applications
(e.g., in multimedia), which also require the storage, searching, and analyzing of vast amounts
of data.

Thus, low-power design methods, which are quite important now, will likely rise in sig-
nificance in the coming years as portable digital systems and high-end supercomputers become
more prevalent.

Figure 26.1 shows the power consumption trend for each MIPS (million instructions per
second) of computational performance in DSP chips [Raba98]. We note that despite higher
overall power consumption, there has been a tenfold decrease in power consumption per MIPS
every 5 years. This reduction is due to a combination of improved power management methods
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Fig. 26.1 Power consumption trend in DSPs [Raba98].
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and lower supply voltages. The 1999-2000 estimates in Fig. 26.1 are for supply voltage of 1-2'V,
with 0.5-V DSPs anticipated by the year 2005.

26.2 SOURCES OF POWER CONSUMPTION

To design low-power arithmetic circuits, one must understand the sources of power dissipation
and the relationship of power consumption to other important system parameters. Some circuit
technologies, such as TTL, are quite unsuitable for low-power designs in view of their relatively
high average power consumption. The inherently low-power CMOS technology, on the other
hand, can be readily adapted to even more stringent power consumption goals. We will limit our
discussion to CMOS, which is currently the predominant implementation technology for both
low-cost and high-performance systems.

Besides average power consumption, which is limited by the power budgeted for each
subsystem or activity, the peak power consumption is also important in view of its impact on
power distribution and signal integrity [Raba96]. Typically, low-power design aims at reducing
both the average and peak power.

Power dissipation in CMOS digital circuits is classified as static or dynamic. Static power
dissipation occurs, for example, as a result of leakage currents through MOS transistors that
form imperfect switches. Excluding certain CMOS families (such as ratioed CMOS logic also
known as pseudo-NMOS) that are not used in low-power designs, the aforementioned and other
sources of static power dissipation are typically responsible for less than 10% of total power.

Dynamic power dissipation in a CMOS device arises from its transient switching behavior.
A small part of such dynamic power dissipation is due to brief short circuits when both the
NMOS and PMOS devices between the supply voltage and ground are momentarily turned on.
This part of dynamic power dissipation can be kept under control by circuit design techniques
and by regulating the signal rise and fall times. This leaves us the dynamic dissipation due to
charging and discharging of parasitic capacitance to contend with.

Switching from ground to the supply voltage V, and back to ground, dissipates a power
equal to CV?2, where C is the capacitance. Thus, the average power consumption in CMOS can
be characterized by the equation

Ppe ~ afCV?

where f is the data rate (clock frequency) and o, known as “activity,” is the average number of
0-to-1 transitions per clock cycle.

As anumerical example, consider the power consumption of a 32-bit off-chip bus operating
at 5 V and 100 MHz, driving a capacitance of 30 pF per bit. If random values were placed on the
bus in every cycle, we would have o = 0.5. To account for data correlation and idle bus cycles,
let us assume o = 0.2. Then:

Pave ~ afCV?=0.2 x 10532 x 30 x 107')52 = 0.48 W
24

Based on the equation for dynamic power dissipation in CMOS digital circuits, once the data
rate f has been fixed, there are but three ways to reduce the power requirements:

1. Using a lower supply voltage V.
2. Reducing the parasitic capacitance C.
3. Lowering the switching activity a.
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An alternative to all of the above is to avoid power dissipation altogether, perhaps through circuit
augmentation and redesign, such that the normally dissipated energy is conserved for later reuse
[Atha96]. However, this latter technique, known as adiabatic switching/charging, is still in its
infancy and faces many obstacles before practical applications can be planned.

Given that power dissipation increases quadratically with the supply voltage, reduction of
V is a highly effective method for low-power design. A great deal of effort has been expended in
recent years on the development of low-voltage technologies and design methods. Unfortunately,
however, whereas the transition from 5 V to the present 3.3 V was achieved simply and with
little degradation in performance, lower supply voltages come with moderate to serious speed
penalties and also present problems with regard to compatibility with peripheral off-the-shelf
components. Some of the resulting performance degradation can be mitigated by architectural
methods such as increased pipeline depth or parallelism, in effect trading silicon area for lower
power. Such methods should make supply voltages at or slightly above 1V feasible in the near
future. Beyond that, however, reduction of V becomes even more difficult.

Parasitic capacitance in CMOS can be reduced by using fewer and smaller devices as well
as sparser and shorter interconnects. Of course both device-size reduction and interconnect
localization have nontrivial performance implications. Smaller devices, with their lower drive
currents, tend to be slower. Similarly, high-speed designs often imply a certain amount of nonlocal
wires. For example, a ripple-carry adder has a relatively small number of devices and only short
local wires, which lead to lower capacitance. However, the resulting capacitance reduction is
usually not significant enough for us to altogether avoid the faster carry-lookahead designs
with their attendant long, nonlocal interconnects. This interplay between capacitance and speed,
combined with the performance effects of lower supply voltage, make the low-power design
process a challenging global optimization problem (see Section 26.5).

The preceding points, along with methods for reducing the activity e, as discussed in Section
26.4, lead to several paradigms that are recurring themes in low-power design [Raba96]:

Avoiding waste. Glitching, or signals going through multiple transitions before settling at
their final values, clocking modules when they are idle, and use of programmable (rather
than dedicated) hardware constitute examples of waste that can be avoided.

Performance vs. power. Slower circuits use less power, so low-power circuits are often
designed to barely meet performance requirements.

Area (cost) vs. power. Parallel processing and pipelining, with their attendant area
overheads, can be applied to achieve desired performance levels at lower supply voltage
and, thus, lower power.

Exploiting locality. Partitioning the design to exploit data locality improves both speed
and power consumption.

Minimizing signal transitions. Careful encoding of data and state information, along with
optimizations in the order and type of data manipulations, can reduce the average number
of signal transitions per clock cycle and thus lead to lower power consumption. This is
where number representations and arithmetic algorithms play key roles.

Dynamic adaptation. Changing the operating environment based on the input
characteristics, selective precomputation of logic values before they are actually needed,
and lazy evaluation (not computing values until absolutely necessary) all affect the power
requirements.

These and other methods of saving power are being actively pursued within the research
community. The following sections discuss specific examples of these methods in the context
of arithmetic circuits.
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26.3 REDUCTION OF POWER WASTE

The most obvious method of lowering the power consumption is to reduce the number or
complexity of arithmetic operations performed. Two multiplications consume more power than
one, and shifting plus addition requires less power than multiplication. Thus, computing from
the expression a(b + ¢) is better than using ab + ac. Similarly, 16a — a is preferable to 15a.

Of course, the preceding examples represent optimizations that should be done regardless
of whether power consumption is an issue. In other cases, however, operator reduction implies
a sacrifice in speed, thus making the trade-off less clear-cut, especially if the lost speed is to be
recovered by using a higher clock rate and/or supply voltage.

Multiplication of complex numbers provides a good example. Consider the following
complex multiplication:

(@ + bj)(c +dj) = (ac — bd) + (ad + bc)j

which requires four multiplications and two additions if implemented directly. The following
equivalent formulation, however, includes only three multiplications, since c¢(a + b), which
appears in both the real and imaginary parts, needs to be computed only once:

(@a+bj)(c+dj)=lcla+b) —blc+d)]+Icla+b) —alc—d)]lj

The resulting circuit will have a critical path that is longer than that of the first design by at least
one adder delay. This method becomes more attractive if ¢ + dj is a constant that must be multi-
plied by a given sequence of complex values a) +b® j. In this case, c+d and ¢ —d are computed
only once, leading to three multiplications and three additions per complex step thereafter.

When an arithmetic system consists of several functional units, or subcircuits, some of
which remain unused for extended periods, it is advantageous to disable or turn off those units
through clock gating (Fig. 26.2). The elimination of unnecessary clock activities inside the gated
functional unit saves power, provided the gating signal itself changes at a much lower rate than
the clock. Of course, the generation of the gating signals implies some overhead in terms of both
cost and power consumption in the control logic. There may also be a speed penalty in view of
a slight increase in the critical path for some signals.

A technique related to clock gating is guarded evaluation (Fig. 26.3). If the output of a
function unit (FU) is relevant only if a particular select signal is high, that same select signal can
be used to control a set of latches (or blocking gates) at the input to the unit. When the select
signal is high, the latches become transparent; otherwise, the earlier inputs to the function unit
are preserved, to suppress any activity in the unit.

A major source of wasted power in arithmetic and other digital circuits is glitching. Glitching
occurs as a result of delay imbalances in signal propagation paths that lead to spurious transitions.

: Data inputs

— Function
Data outputs  : unit

— 4 — Clock

—— Enable

'

Fig. 26.2 Saving power through clock gating.
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Fig. 26.3 Saving power via guarded evaluation.

Consider, for example, the full-adder cell in position i of a ripple-carry adder (Fig. 26.4). Suppose
that ¢;, p;, and s; are initially set to Os and that both ¢; and p; are to change to 1 for a new set
of inputs. The change in p; takes effect almost immediately, whereas the 0-to-1 transition of ¢;
may occur after a long propagation delay. Therefore, s; becomes 1 and is then switched back to
0. This redundant switching to 1 and then back to 0 wastes power.

Glitching can be eliminated, or substantially reduced, through delay balancing. Consider,
for example, the array multiplier of Fig. 26.5. In this multiplier, each cell has four inputs, rather
than three for a standard full adder, because one input to the FA is internally computed as the
logical AND of the upper-horizontal and vertical inputs. The diagonal output is the sum and the
lower-horizontal output is the carry.

Tracing the signal propagation paths in Fig. 26.5, we find that the lower-horizontal carry
input and the diagonal sum input into the cell at the intersection of row x; and column a; and
both experience a critical path delay of 2i + j cells, whereas the other input signals arrive with
virtually no delay from the primary inputs. This difference can cause significant glitching. To
reduce the power waste due to this glitching, one can insert delays along the paths of the vertical
and horizontal broadcast inputs, a; and x;. Placing 1 and 2 units of delay within each cell on the
horizontal and vertical broadcast lines, respectively, balances all the signal paths. Of course, the
latency of the array multiplier will increase as a result of this delay balancing.

Similar methods of delay balancing can be applied to fast tree multipliers. However, deriving
the delay-balanced design is somewhat harder for the latter in view of their irregular structures
leading to signal paths with varying delays. Some delay balancing methods for such multipliers
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Fig. 26.4 Example of glitching in a ripple-carry adder.
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Fig. 26.5 An array multiplier with gated FA cells.

are given in [Saku95], where it is concluded that a power saving of more than 1/3 is feasible.
Delay balancing methods for tree multipliers were studied even before their implications for
power consumption became important. For example, we saw in Section 11.2, that balanced-tree
multipliers were developed to facilitate the synthesis of partial product reduction trees from
identical bit slices.

Pipelining also helps with glitch reduction and thus can lead to power savings. In a pipelined
implementation, the logic depth within each pipeline segment can be made fairly small, leading
to reduced opportunities for glitching. Existence of nodes that are deep, on the other hand,
virtually guarantees that glitching will occur, both because of variations in signal path lengths
and as a result of the deeper circuit nodes being within the cone of influence of a larger number
of primary inputs. The effects of pipelining are further discussed in Sections 26.5 and 26.6.

26.4 REDUCTION OF ACTIVITY

Reduction of the activity « can be accomplished by a variety of methods. An examination of
the effects of various information encoding schemes makes a good starting point. Consider, for
example, the effect of 2’s-complement encoding of numbers versus signed-magnitude encoding
during negation or sign change. A signed-magnitude number is negated by simply flipping its
sign bit, which involves minimal activity. For a 2’s-complement number, on the other hand,
many bits will change on the average, thus creating a great deal of activity. This does not mean,
however, that signed-magnitude number representation is always better from the standpoint of
power consumption. The more complex addition/subtraction process for such numbers may
nullify some or all of this gain.

As another example of the effect of information encoding on power consumption, consider
the design of a counter. Standard binary encoding of the count implies an average of about
two transitions, or bit inversions, per cycle. Counting according to a Gray code, in which the
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representation of the next higher or lower number always differs from the current one in exactly
one bit, reduces the activity by a factor of 2. This advantage exists in unidirectional counting as
well as in up/down counting. One can generalize from this and examine energy-efficient state
encoding schemes for sequential machines. If the states of a sequential machine are encoded
such that states frequently visited in successive transitions have adjacent codes, the activity will
be reduced.

The encoding scheme used might have an effect on power consumption in the imple-
mentation of high-radix or redundant arithmetic, as well. Each high-radix or redundant digit
is typically encoded in multiple bits. We saw in Section 3.4, for example, that the particular
encoding used to represent the BSD digit set [—1, 1] has significant speed and cost implications.
Power consumption might also be factored in when selecting the encoding. Very little can be said
in general about power-efficient encodings. Distribution and correlation of data have significant
effects on the optimal choice.

Generally speaking, shared, as opposed to dedicated, processing elements and data paths
tend to increase the activity and should be avoided in low-power design if possible. If a wire
or bus carries a positively correlated data stream on successive cycles, then switching activity
is likely to be small (e.g., the high-order bits of numbers do not change in every cycle). If
the same wire or bus carries elements from two independent data streams on alternate cycles,
there will be significant switching activity, as each bit will change with probability 1/2 in
every cycle.

Reordering of operations sometimes helps reduce the activity. For example, in adding a list
of n numbers, separating them into two groups of positive and negative values, adding each group
separately, and then adding the results together is likely to lead to reduced activity. Interestingly,
this strategy also minimizes the effect of round-off errors, so it is doubly beneficial.

A method known as precomputation can sometimes help reduce the activity. Suppose we
want to evaluate a function f of n variables such that the value of f can often be determined from
a small number m of the n variables. Then the scheme depicted in Fig. 26.6 can be used to reduce
the switching activity within the main computation circuit. In this scheme, a smaller “prediction”
circuit detects the special cases in which the value of f actually depends on the remaining n — m
variables, and only then allows these values to be loaded into the input registers. Of course,
since the precomputation circuit is added to the critical path, this scheme does involve a speed
penalty in addition to the obvious cost overhead.

A variant of the precomputation scheme is to decompose a complicated computation into
two or more simpler computations based on the value of one or more input variables. For

ninputs

Precomputation

—Pm+bits| rn - rlbitsﬁ Load enable

Arithmetic
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Fig. 26.6 Reduction of activity by precomputation.
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Fig. 26.7 Reduction of activity via Shannon expansion.

example, using the Shannon expansion of a function around the input variable x,_; leads to
the implementation shown in Fig. 26.7. Here, the input register is duplicated for n — 1 of the
n variables and the value of x,_; is used to load the input data into one or the other register.
The obvious overhead in terms of registers is unavoidable in this scheme. The overhead in
the computation portion of the circuit can be minimized by proper selection of the expansion
variable(s).

26.5 TRANSFORMATIONS AND TRADE-OFFS

Many power-saving schemes require that some other aspect of the arithmetic circuit, such as its
speed or simplicity, be sacrificed. In this section, we look at some trade-offs of this nature.

Replacing the commonly used single-edge-triggered flip-flops (that load data at the rising
or falling edge of the clock signal) by double-edge-triggered flip-flops would allow a factor-
of-2 reduction in the clock frequency. Since clock distribution constitutes a major source of
power consumption in synchronous systems, this transformation can lead to savings in power
at the cost of more complex flip-flops. Flip-flops can also be designed to be self-gating, so
that if the input of the flip-flop is identical to its output, the switching of its internal clock
signal is suppressed to save power. Again, a self-gating flip-flop is more complex that a stan-
dard one.

Parallelism and pipelining are complementary methods of increasing the throughput of an
arithmetic circuit. A two-way parallel circuit or a two-stage pipelined circuit can potentially
increase the throughput by a factor of 2. Both methods can also be used to reduce the power
consumption.

Consider an arithmetic circuit, such as a multiplier, that is required to operate at the frequency
Jf; that is, it must perform f operations per second. A standard design, operating at voltage V, is
shown in Fig. 26.8a. The power dissipation of this design is proportional to fC V2, as discussed
in Section 26.2, where C is the effective capacitance. If we duplicate the circuit and use each
copy to operate on alternating input values, as shown in Fig. 26.8b, then the required operating
frequency of each copy becomes f/2. This increases the effective capacitance of the overall
circuit to 2.2C, say, but allows the slower copies to use a lower voltage of 0.6V, say. The net
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Fig. 26.8 Reduction of power via parallelism or pipelining.

effect is that the power is reduced from P to (0.5 x 2.2 x 0.62) P = 0.396 P while maintaining
the original performance.

An alternative power reduction architecture with pipelining is shown in Fig. 26.8c. Here,
the computation is sliced into two stages, each only half as deep as the original circuit. Thus,
voltage can again be reduced from V to 0.6V, say. The hardware overhead of pipelining increases
the capacitance to 1.2C, say, while the operating frequency f remains the same. The net effect
is that power is reduced from P to (1 x 1.2 x 0.6%) P = 0.432 P while maintaining the original
performance in terms of throughput.

The possibility of using parallelism or pipelining to save power is not always easily
perceived. Consider, for example, the recursive computation

¥ = ax® 4 pyt=D

where the coefficients a and b are constants. For this first-order, infinite impulse response (IIR)
filter, the circuit implementation shown in Fig. 26.9 immediately suggests itself. The operating
frequency of this circuit is dictated by the latency of a multiply-add operation.

The method that allows us to apply parallelism to this computation is known as loop
unrolling. In this method, we essentially compute the two outputs y and y+D simultaneously
using the equations:

¥ = qx® 4 py=D
y(i+l) ____ax(i+1) +abx(i) +b2y(i—-l)

The preceding equations lead to the implementation shown in Fig. 26.10 which, just like the
parallel scheme of Fig. 26.8, can operate at a lower frequency, and thus at a lower voltage,
without affecting the throughput. The new operating frequency will be somewhat lower than f/2
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Fig. 26.9 Direct realization of a first-order IIR filter.

because the three-operand adder in Fig. 26.10 is slower than a two-operand adder. However, the
difference between the operating frequency and f/2 will be negligible if the three-operand adder
is implemented by a carry-save adder followed by a standard two-operand adder.

Retiming, or redistribution of delay elements (registers) in a design, is another method that
may be used to reduce the power consumption. Note that retiming can also be used for throughput
enhancement, as discussed in connection with the design of systolic arithmetic function units in
Section 25.6. As an example of power implications of retiming, consider a fourth-order, finite
impulse response (FIR) filter characterized by the following equation:

Y0 = ax® 4 prli=D 4 ox (=D | gy (=3

Figure 26.11 shows a straightforward realization of the filter. The frequency at which the filter
can operate, and thus the supply voltage, is dictated by the latency of one multiplication and
three additions. The number of addition levels can be reduced to two by using a two-level

Fig. 26.10 Realization of a first-order IR filter, unrolled once.
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Fig. 26.11 Possible realization of a fourth-order FIR filter.

binary tree of adders, but the resulting design is less regular and more difficult to expand in a
modular fashion.

An alternative design, depicted in Fig. 26.12, moves the registers to the right side of the
circuit, thereby making the stage latency equal to that of one multiplication and one addition.
The registers now hold:

LD = gD
VD = x4 g2
wi=D = px=D 4 ox072 4 dx =
YD = qxGD 4 prl=D 4 x4 gD
This alternate computation scheme allows a higher operating frequency ata given supply voltage
or, alternatively, alower supply voltage for a desired throughput. The effect of this transformation

on the capacitance is difficult to predict and will depend on the detailed design and layout of the
arithmetic elements.

26.6 SOME EMERGING METHODS

Asynchronous digital circuits have been studied for many years. Despite advantages in speed,
distributed (localized) control, and built-in capability for pipelining, such circuits are not yet
widely used. The only exceptions are found in bus handshaking protocols, interrupt handling
mechanisms, and the design of certain classes of high-performance, special-purpose systems
(wave front arrays). Localized connections and elimination of the clock distribution network
may give asynchronous circuits an edge in power consumption. This, along with improvements
in the asynchronous circuit design methodologies and reduced overhead may bring such circuits
to the forefront in the design of general-purpose digital systems. However, before this happens,
design/synthesis tools and testing methods must be improved.
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Fig. 26.12 Realization of the retimed fourth-order FIR filter.

In asynchronous circuits, timing information is embedded in, or travels along with, the data
signals. Each function unit is activated when its input data becomes available and in turn notifies
the next unit in the chain when its results are ready (Fig. 26.13). In the bundled data protocol,
a “data ready” or “request” signal is added to a bundle of data lines to inform the receiver,
which then uses an “acknowledge” line to release the sending module. In the two-rail protocol,
each signal is individually encoded in a self-timed format using two wires. The latter approach
essentially doubles the number of wires that go from module to module, but has the advantage
of being completely insensitive to delay.

The best form of asynchronous design from the viewpoint of low power uses dual-rail data
encoding with transition signaling: two wires are used for each signal, with a transition on one
wire indicating that a O has arrived and a transition on the other designating the arrival of a
1. Level-sensitive signaling is also possible, but because the signal must return to 0 after each
transaction, power consumption is higher.

Wave pipelining, discussed in Section 25.2, affects the power requirements for two reasons.
One reason is that the careful balancing of delays within each stage, which is required for
maximum performance, also tends to reduce glitching. A second, more important, reason is that
in a wave-pipelined system, the same throughput can be achieved at a lower clock frequency.
Like asynchronous circuit design, wave pipelining is not yet widely used. However, as problems
with this method are better understood and automatic synthesis tools are developed, application
of wave pipelining may become commonplace in the design of high-performance digital systems,
with or without power considerations.

Clearly, the reduction of dynamic power dissipation in CMOS circuits, which was the focus
of our discussions in this chapter, is not the only relevant criterion in dealing with low-power
designs. Efforts in this area must deal with a spectrum of methods ranging from the architecture
to the individual wires and transistors. Availability of more data on the power requirements
of various arithmetic circuits and design styles [Call96] will help in this regard. Similarly, the
development of better low-power synthesis and power estimation tools, which will allow the
designers to experiment with various designs and fine-tune their parameters, will no doubt lead
to greater applicability of these methods.
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Fig. 26.13 Part of an asynchronous chain of computations.

26.1 Clock-related power dissipation Estimate the power dissipation associated with clock

26.2

26.3

distribution in a 250 MHz processor chip operating at 3.3 V if the die dimensions are
1cm x 1.3 cm, the length of the 1-um-wide clock distribution network is roughly four
times the die’s perimeter, and the parasitic capacitance of the metal layer is 1 nF/mm?.
How will the power dissipation be affected if the chip’s technology is scaled down by a
factor of 1.4 in all dimensions, assuming that the supply voltage and frequency remain
the same? Hint: Capacitance of a wire is directly proportional to its area and inversely
proportional to the thickness of insulation.

Power implications of other optimizations Many of the methods considered in earlier
chapters for increasing the operation speed or reducing the hardware cost have implica-
tions for power consumption. Furthermore, reduction in power consumption is not always
in conflict with other optimizations.

Provide an example of a speed enhancement method that also reduces power.
Describe a speed enhancement method that substantially increases power.

Provide an example of a cost-saving method that also leads to reduced power.

a0 P

. Describe a cost reduction method that substantially increases power.

Saving power by operator reduction Consider the complex-number multiplication
scheme discussed at the beginning of Section 26.3.

a. Can a similar method be applied to synthesizing a 2k x 2k multiplier from kxk
multipliers? Discuss.
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26.5

26.6

26.7

26.8

26.9

b.  What about rotating a series of vectors by the constant angle 6 using the familiar
transformations X = x sin # + y cos 6 and ¥ = x cos 6 — y sin 8?

Saving power by operation reordering

a. The expression u + 278y + 2710y, with the fixed-point fractional operands u, v, and
w, is to be evaluated using two adders. What is the best order of evaluation from the
standpoint of minimizing signal transitions? Does the best order depend on whether
the numbers are signed?

b. Generalize the result of part a to the addition of n fractions, where the magnitude of
the ith fraction is known to be in [0, 27,

Saving power by reduction and reordering Rearrange the accompanying computation
to reduce the power requirements. If more than one rearrangement is possible, compare
them with respect to operation complexity (power), latency, and cost.

Saving power via delay balancing The array multiplier of Fig. 26.5 is different from
the one shown in Fig. 11.13 and in some ways inferior to it. Compare the two designs
with respect to worst-case delay and glitching, before and after the application of delay
balancing.

Reduction of activity by bus-invert encoding Bus-invert encoding is a scheme whereby
asingle wire is added to a bus to designate polarity: a polarity of 0 indicates that the desired
data is on the bus, whereas a polarity of 1 means that the complement of the desired data
is being transmitted. -

a. Draw a complete block diagram of this scheme, including all units needed on the
sender and receiver sides.

b. Discuss the power-saving implications of this method. Then, using reasonable as-
sumptions about the data, try to quantify the extent of savings achieved.

Saving power via precomputation

a. Apply the precomputation scheme of Fig. 26.6 to the design of a 32-bit integer
comparator that determines whether x > y. Assume 2’s-complement inputs and use
the sign bit plus 2 magnitude bits for the precomputation. Hint: Invert the sign bits
and compare as unsigned integers.

b. Repeat part a, this time assuming signed-magnitude inputs.
Power implications of pipelining

a. Suppose that in the design of Fig. 26.10, the three-operand adder is to be imple-
mented by means of a pair of two-operand adders. The critical path of the circuit
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will then become longer than that in the original circuit before unrolling. Show
how circuit throughput can be maintained or improved by conversion into a two-
stage pipeline.

b. Repeat part a for an implementation of the IIR filter of Fig. 26.9 that uses two steps
of unrolling.

Parallelism and pipelining

a. Choose three convergence computation methods from among those discussed in
Chapters 16, 21, and 23. Discuss opportunities that might exist for power savings in
these computations through parallelism and/or pipelining.

b. Compare convergence and digit-recurrence methods with regard to their power
requirements.

Arithmetic by table lookup In Chapter 24, we saw that table-lookup methods can be
highly cost-effective for certain arithmetic computations.

a.  What are the power consumption implications of arithmetic by table lookup?
b. Can you think of any power-saving method for use with tabular implementations?

A circuit technique for power reduction In CMOS circuit implementation of symmetric
functions, such as AND, OR, or XOR, the logically equivalent input nodes may differ
in their physical characteristics. For example, the inputs of a four-input AND gate may
have different capacitances.

a. How is this observation relevant to the design of low-power arithmetic circuits?

b. Describe an application context for which this property may be used to reduce power.
Hint: Look at the filter implementations of Section 26.5.

Power considerations in fast counters Consider the power consumption aspects of
the fast counter designs of Section 5.5. Compare the designs with each other and with
standard counters and discuss.

Bit-serial versus parallel arithmetic Study the power efficiency aspects of bit-serial,
digit-serial, and bit-parallel arithmetic. What would be a good composite figure of merit
incorporating speed, cost, and power?

Power implications of arithmetic methods Based on what you have learned in this
chapter, identify power consumption implications, if any, of the following design choices.
Justify your answers.

a. Multiplication with and without Booth’s recoding.

b. Floating-point versus logarithmic number representation.

¢. Restoring versus nonrestoring division or square-rooting.

Low-power division Contrast convergence and digit-recurrence division methods
from the viewpoint of power consumption, and discuss power reduction strategies
that might be applicable in each case. Begin by studying the approach taken in
[Nann99].
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Chapter
27 |FAULT-TOLERANT

ARITHMETIC

Modern digital components are remarkably robust, but with a great many
of them put together in a complex arithmetic system, things can and do go
wrong. In data communication, a per-bit error probability of around 10~
is considered quite good. However, at a rate of many millions of arithmetic
operations per second, such an error probability in computations can lead to
several bit-errors per second. While coding techniques are routinely applied
to protect against errors in data transmission or storage, the same cannot be
said about computations performed in an arithmetic circuit. In this chapter,
we examine key methods that can be used to improve the robustness and
reliability of arithmetic systems. Chapter topics include:

27.1 Faults, Errors, and Error Codes
27.2  Arithmetic Error-Detecting Codes
27.3 Arithmetic Error-Correcting Codes
27.4 Self-Checking Function Units
27.5 Algorithm-Based Fault Tolerance
27.6 Fault-Tolerant RNS Arithmetic

27.1 FAULTS, ERRORS, AND ERROR CODES

So far, we have assumed that arithmetic and logic elements always behave as expected: an AND
gate always outputs the logical AND of its inputs, a table entry maintains its correct initial
value, and a wire remains permanently connected. Even though modern integrated circuits are
extremely reliable, faults (deviations from specified or correct functional behavior) do occur in
the course of lengthy computations, especially in systems that operate under harsh environmental
conditions, deal with extreme/unpredictable loads, or are used during long missions. The output
of an AND gate may become permanently “stuck on 1,” thus yielding an incorrect output when
at least one input is 0. Or cross talk or external interference may cause the AND gate to suffer
a “transient fault” in which its output becomes incorrect for only a few clock cycles. A table
entry may become corrupt as a result of manufacturing imperfections in the memory cells or

447
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logic faults in the read/write circuitry. Because of overheating, a VLSI manufacturing defect, or
a combination of both, a wire may break or short-circit to another wire.

Ensuring correct functioning of digital systems in the presence of (permanent and transient)
faults is the subject of the faulr-tolerant computing discipline, also known as reliable (depend-
able) computing [Parh94]. In this chapter, we review some ideas in fault-tolerant computing that
are particularly relevant to the computation of arithmetic functions.

Methods of detecting or correcting data errors have their origins in the field of communi-
cations. Early communications channels were highly unreliable and extremely noisy. So signals
sent from one end were often distorted or changed by the time they reached the receiving end. The
remedy, thought up by communications engineers, was to encode the data in redundant formats
known as “codes” or “error codes.” Examples of coding methods include adding a parity bit
(an example of a single-error-detecting or SED code), checksums, and Hamming single-error-
correcting, double-error-detecting (SEC/DED) code. Today, error-detecting and error-correcting
codes are still used extensively in communications, for even though the reliability of these
systems and noise reduction/shielding methods have improved enormously, so have the data
rates and data transmission volumes, making the error probability nonnegligible.

Codes originally developed for communications can be used to protect against storage
errors. When the early integrated-circuit memories proved to be less reliable than the then-
common magnetic core technology, IC designers were quick to incorporate SEC/DED codes
into their designs.

The data processing cycle in a system whose storage and memory-to-processor data transfers
are protected by an error code can be represented as in Fig. 27.1. In this scheme, which is routinely
applied to modern digital systems, the data manipulation part is unprotected. Decoding/encoding
is necessary because common codes are not closed under arithmetic operations. For example,
the sum of two even-parity numbers does not necessarily have even parity. As another example,
when we change an element within a list that is protected by a checksum, we must compute a
new checksum that replaces the old one.

One way to protect the arithmetic computation against fault-induced errors is to use dupli-
cation with comparison of the two results (for single fault/error detection) or triplication with
2-out-of-3 voting on the three results (for single fault masking or error correction). Figure 27.2
shows possible ways for implementing such duplication and triplication schemes.

In Fig. 27.2a, the decoding logic is duplicated along with the ALU, to ensure that a single
fault in the decoder does not go undetected. The encoder, on the other hand, remains a critical
element whose failure will lead to undetected errors. However, since the output of the encoder
is redundant (coded), it is possible to design the encoding circuitry in a way that ensures the
production of a non-codeword at its output if anything goes wrong. Such a design, referred to
as self-checking, leads to error detection by the checker associated with the memory subsystem
or later when the erroneous stored value is used as an input to the ALU. Assuming the use of
a self-checking encoder, the duplicated design in Fig. 27.2a can detect any error resulting from
a fault that is totally confined within one of the blocks shown in the diagram. This includes
the “compare” block whose failure may produce a false alarm. An undetected mismatch would
require at least two faults in separate blocks.

The design with triplicated ALU in Fig. 27.2b is similar. Here, the voter is a critical
element and must be designed with care. Self-checking design cannot be applied to the voter (as
used here), since its output is nonredundant. However, by combining the voting and encoding
functions, one may be able to design an efficient self-checking voter-encoder. This three-channel
computation strategy can be generalized to n channels to permit the tolerance of more faults.
However, the cost overhead of a higher degree of replication becomes prohibitive.

Since the preceding replication schemes involve significant hardware overheads, one might
attempt to apply coding methods for fault detection or fault tolerance within the ALU. The
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Fig. 27.1 A common way of applying information coding techniques.

first issue we encounter in trying to use this approach is that single, double, burst, and other
error types commonly dealt with in communications do not provide useful characterizations for
arithmetic. Whereas a spike due to noise may affect a single bit (random error) or a small number
of consecutive bits (burst error), a single erroneous carry signal within an adder (caused, e.g., by
a faulty gate in the carry logic) may produce an arbitrary number of bit inversions in the output.
Figure 27.3 provides an example.

We see in the example of Fig. 27.3 that a single fault in the adder has caused 12 of the sum
bits to be inverted. In coding theory parlance, we say that the Hamming distance between the
correct and incorrect results is 12 or that the error has a Hamming weight (number of 1s in the
XOR of the two values) of 12.

Error detection and correction capabilities of codes can be related to the minimum Hamming
distance between codewords as exemplified by the following:

Single-error-detecting (SED) Min. Hamming distance = 2
Single-error-correcting (SEC) Min. Hamming distance = 3
SEC/DED Min. Hamming distance = 4

For example, in the case of SED codes, any single-bit inversion in a codeword is guaranteed not
to change it to another codeword, thus leading to error detection. For SEC, a single-bit inversion
leads to an invalid word that is closer (in terms of Hamming distance) to the original correct
codeword than to any other valid codeword, thus allowing for error correction.

From the addition example in Fig. 27.3, we see that even if some “single-error-detecting
code” were closed under addition, it would be incapable of detecting the erroneous result in this
case. We note, however, that in our example, the erroneous sum differs from the correct sum by
24 Since in computer arithmetic we deal with numbers as opposed to arbitrary bit strings, it is
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Fig. 27.2  Arithmetic fault detection or fault tolerance (masking) with replicated units.

the numerical difference between the erroneous and correct values that is of interest to us, not
the number of bits in which they differ.

Accordingly, we define the arithmetic weight of an error as the minimum number of signed
powers of 2 that must be added to the correct value to produce the erroneous result (or vice
versa). Here are two examples:

Correct result 0111 1111 11110100 1101 1111 1111 0100
Erroneous result 1000 0000 0000 0100 0110 0000 0000 0100
Difference (error) 16 = 24 —32752 = 215 4 2¢
Error, in minimum- 0000 0000 0001 0000  -1000 0000 0001 0000
weight BSD form

Arithmetic weight 1 2

of the error

Type of error Single, positive Double, negative

Hence, the errors in the preceding examples can be viewed as “single” and “double” errors
in the arithmetic sense. Special arithmetic error codes have been developed that are capable of
detecting or correcting errors that are characterized by their arithmetic, rather than Hamming,
weights. We review some such codes in Sections 27.2 and 27.3.

Note that a minimum-weight BSD representation of a k-bit error magnitude has at most
[(k + 1)/2] nonzero digits and can always be written in canonic BSD form without any
consecutive nonzero digits. The canonic form of a BSD number, which is unique, is intimately
related to the notion of arithmetic error weight.
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Unsigned addition 0010 0111 0010 0001
+ 0101 1000 1101 0011

Correct sum 0111 1111 1111 0100
Erroneous sum 1000 0000 0000 0100

1

Stage generating an
erroneous carry of 1

Fig. 27.3 How a single carry error can produce an arbitrary number of bit-errors (inversions) in
the sum.

27.2 ARITHMETIC ERROR-DETECTING CODES

Arithmetic error-detecting codes:

1. Are characterized in terms of the arithmetic weights of detectable errors.
2. Allow us to perform arithmetic operations on coded operands directly.

The importance of the first property was discussed at the end of Section 27.1. The second property
is crucial because it allows us to protect arithmetic computations against circuit faults with much
lower hardware redundancy (overhead) than full duplication or triplication.

In this section, we discuss two classes of arithmetic error-detecting codes: product codes and
residue codes. In both cases we will assume unsigned integer operands. Extension of the concepts
to signed integers and arbitrary fixed-point numbers is straightforward. Codes for floating-point
numbers tend to be more complicated and have received limited attention from arithmetic and
fault tolerance researchers.

a. Product codes

In aproduct code, also known as AN code, anumber N is represented as the product AN, where the
check modulus A is a constant. Verifying the validity of an AN-coded operand requires checking
its divisibility by A. For odd A, all weight-1 arithmetic errors (including all single-bit errors) are
detected. Arithmetic errors of weight 2 and higher may not be detectable. For example, the error
32736 = 215 — 25 is not detectable with A = 3, 11, or 31, since the error magnitude is divisible
by each of these check moduli.

Encoding/decoding of numbers with product codes requires multiplication/division by
A. We will see shortly that performing arithmetic operations with product-coded operands
also requires multiplication and division by A. Thus, for these codes to be practically viable,
multiplication and division by the check modulus A should be simple. We are thus led to the
class of low-cost product codes with check moduli of the form A = 2¢ — 1.

Multiplicationby A = 2% —1 is simple because it requires a shift and a subtract. In particular,
if the computation is performed a bits at a time (i.e., digit-serially in radix 2¢), then one needs
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only an a-bit adder, an a-bit register to store the previous radix-2¢ digit, and a flip-flop for
storing the carry. Division by A = 2 — 1 is similarly simple if done a bits at a time. Given
y = (2% — Dx, we find x by computing 2°x — y. The first term in this expression is unknown,
but we know that it ends in a zeros. This is all that we need to compute the least significant a
bits of x based on the knowledge of y. These computed bits of x form the next a bits of 2%x,
allowing us to find the next a bits of x, etc.

Since A = 2% — 1 is odd, low-cost product codes can detect any weight-1 arithmetic
error. Some weight-2 and higher-weight errors may go undetected, but the fraction of such
errors becomes smaller with an increase in A. Unidirectional errors, in which all erroneous
bits are 0-to-1 or 1-to-0 inversions (but not both), form an important class of errors in VLSI
implementations. For unidirectional errors, the error magnitude is the sum of several powers of
2 with the same signs.

THEOREM 27.1  Any unidirectional error with arithmetic weight not exceeding a — 1
is detectable by a low-cost product code that uses the check modulus A = 2% — 1.

For example, the low-cost product code with A = 15 can detect any weight-2 or weight-3
unidirectional arithmetic error in addition to all weight-1 errors. The following are examples
of weight-2 and weight-3 unidirectional errors that are detectable because the resulting error
magnitude is not a multiple of 15:

8+4 =12
128 +4 =132
164+4+2 =22

2564+ 16+2 =274

Product codes are examples of nonseparate, or nonseparable, codes in which the original data
and the redundant information for checking are intermixed. In other words, the original number
N is not immediately apparent from inspecting its encoded version AN but must be obtained
through decoding (in this case, division by the check modulus A).

Arithmetic operations on product-coded operands are quite simple. Addition or subtraction
is done directly, since:

Ax+ Ay =A(x *y)
Direct multiplication results in:
Aa x Ax = A%ax

So the result must be corrected through division by A. For division, if z = gd + s, with g being
the quotient and s the remainder, we have:

Az = q(Ad) + As

So, direct division yields the quotient ¢ along with the remainder As. The remainder is thus
obtained in encoded form, but the resulting quotient ¢ must be encoded via multiplication
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by A. Because ¢ is obtained in nonredundant form, an error occurring in its computation
will go undetected. To keep the data protected against errors in the course of the division
process, one can premultiply the dividend Az by A and then divide A%z by Ad as usual.
The problem with this approach is that the division leads to a quotient ¢* and remainder
s* satisfying

A%z = q*(Ad) + s*

which may be different from the expected results Ag and A2s (the latter needing correction
through division by A). Since g* can be larger than Ag by up to A — 1 units, the quotient
and remainder obtained from normal division may need correction. However, this again raises
the possibility of undetected errors in the handling of the unprotected value q*, which is not
necessarily a multiple of A.

A possible solution to the preceding problem, when one is doing the division a bits at a time
for A = 2% — 1, is to adjust the last radix-2¢ digit of g* in such a way that the adjusted quotient
g** becomes a multiple of A. This can be done rather easily by keeping a modulo-A checksum
of the previous quotient digits. One can prove that suitably choosing the last radix-2? digit of
q** in [—27 4 2, 1] is sufficient to correct the problem. A subtraction is then needed to convert
g™ to standard binary representation. Details can be found elsewhere [Aviz73].

Square-rooting leads to a problem similar to that encountered in division. Suppose that we
multiply the radicand Az by A and then use a standard square-rooting algorithm to compute:

VA2 | = |AVx]

Since the preceding result is in general different from the correct result A | /x|, there is a need
for correction. Again, the computed value | A/X | can exceed the correct root A /x| by up to
A — 1 units. So, the same correction procedure suggested for division is applicable here as well.

b. Residue codes

In a residue code, an operand N is represented by a pair of numbers (N, C(N)), where C(N) = N
mod A is the check part. The check modulus A is a constant. Residue codes are examples of
separate or separable codes in which the data and check parts are not intermixed, thus making
decoding trivial. Encoding a number N requires the computation of C(N) = N mod A, which
is attached to N to form its encoded representation (N, C(N)).

As in the case of product codes, we can define the class of low-cost residue codes, with
A = 2% — 1, for which the encoding computation N mod A is simple: it requires that a-bit
segments of N be added modulo 2% — 1 (using an a-bit adder with end-around carry). This
can be done digit-serially by using a single adder or in parallel by using a binary tree of a-bit
I’s-complement adders.

Arithmetic operations on residue-coded operands are quite simple, especially if a low-cost
check modulus A = 2% — 1 is used. Addition or subtraction is done by operating on the data
parts and check parts separately. That is:

(x, C)) £ (v, C(y) = (x £y, (C(x) £ C(y)) mod A)

Hence, as shown in Fig. 27.4, an arithmetic unit for residue-coded operands has a main adder
for adding/subtracting the data parts and a small modulo-A adder to add/subtract the residue
checks. To detect faults within the arithmetic unit, the output of this small modular adder (check
processor) is compared to the residue of the output from the main adder.
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Multiplication of residue-coded operands is equally simple, since:

(a,C(a)) x (x,C(x)) = (a x x, (C(a) x C(x)) mod A)

So, again, the structure shown in Fig. 27.4 is applicable. This method of checking the
multiplication operation is essentially what we do when we verify the correctness of our pencil-
and-paper multiplication result by casting out nines.

Just as in RNS, division and square-rooting are complicated with residue-coded operands.
For these operations, the small residue check processor cannot operate independently from the
main processor and must interact with it to compute the check part of the result. Details are
beyond the scope of this chapter.

As in product codes, choosing any odd value for A guarantees the detection of all weight-
1 arithmetic errors with residue codes. However, residue codes are less capable than prod-
uct codes for detecting multiple unidirectional errors. For example, we saw earlier that the
I5N code can detect all weight-2 and weight-3 unidirectional arithmetic errors. The residue
code with A = 15 cannot detect the weight-2 error resulting from O-to-1 inversion of the
least significant bit of the data as well as the least significant bit of the residue. This error
goes undetected because it adds 1 to the data as well as to the residue, making the result a
valid codeword.

To correct the preceding problem, inverse residue codes have been proposed for which the
check part represents A — (N mod A) rather than N mod A. In the special case of A = 29 — 1,
the check bits constitute the bitwise complement of N mod A. Unidirectional errors now affect
the data and check parts in opposite directions, making their detection more likely. By noting
that attachment of the a-bit inverse residue C'(N) = A — (N mod A) to the least significant
end of a k-bit number N makes the resulting (k -+ a)-bit number a multiple of A = 29 — 1, the
following result is easily proven.

THEOREM 27.2  Any unidirectional error with arithmetic weight not exceeding a — 1
is detectable by a low-cost inverse residue code that uses the check modulus A = 2¢ — 1.

The added cost or overhead of an error-detecting code has two components:

X ——— P

C(x) Main
arithmetic z

y : processor | :‘ C(z)

C(y) mod
_> A
Check ]
processor]
Error

indicator

Fig.27.4 Arithmetic processor with residue checking.
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The increased word width for coded operands adds to the cost of registers, memory, and
data links.

Checked arithmetic or wider operands make the ALU more complex.

With respect to the first component of cost, product, residue, and inverse residue codes are
similar. For example, the low-cost versions of these codes with the check modulus A = 2¢ — 1
all require a additional bits to represent the coded operands. With regard to arithmetic, residue
and inverse residue codes are simpler than product codes for addition and multiplication and
more complex for division.

It is interesting to note that the residue-class codes are the only possible separable codes
for checking an adder [Pete58]. Also, it has been proven that bitwise logical operations such as
AND, OR, and XOR, cannot be checked by any coding scheme with less than 100% redundancy;
that is, the best we can do for error detection in logical operations is duplication and comparison
[Pete59].

27.3 ARITHMETIC ERROR-CORRECTING CODES

We illustrate the main ideas relating to arithmetic error-correcting codes by way of examples
from the class of biresidue codes. A biresidue code represents a number N as the triple (N,
C(N), D(N)), where the check components C(N) = N mod A and D(N) = N mod B are residues
with respect to the check moduli A and B. If the original number requires k bits for its binary
representation, its biresidue-coded representation would need & + [log,A] + [log,B] bits.

Encoding for the class of biresidue codes is similar to that of single-residue codes, except
that two residues must be computed. Addition and multiplication of biresidue-coded operands
can be performed by an arithmetic processor similar to that shown in Fig. 27.4, but with two
check processors. Since the two residues can be computed and checked in parallel, no speed
is lost.

Consider errors that affect the number N or only one of the residues, say C(N). Such errors
can be corrected as follows.

Error in C(N). In this case, C(N) will fail the residue check, while D(N) passes its check;
C(N) can then be corrected by recomputing N mod A.

Error in N. Unless the error magnitude happens to be a multiple of A and/or B (thus being
either totally undetectable or else indistinguishable from a residue error), both residue
checks will fail, thus pointing to N as the erroneous component. To correct such errors,
the differences between Nyrong mod A (Nyrong mod B) and C(N) (D(N)) must be noted.
The two differences, [(Nyrong mod A) — C(NV)] mod A and [(Nyrong mod B) — D(N)]

mod B, constitute an error syndrome. The error is then correctable if the syndromes for
different errors are distinct.

Consider, as an example, a biresidue code with the low-cost check moduli A = 7 and
B = 15. Table 27.1 shows that any weight-1 arithmetic error E with |E| < 2048 leads to a
unique error syndrome, thus allowing us to correct it by subtracting the associated error value
from Nyong. For |E| > 4096, the syndromes assume the same values as for E/4096. Hence,
weight-1 error correction is guaranteed only for a 12-bit data part. Since the two residues require
a total of 7 bits for their representations, the redundancy for this biresidue code is 7/12 ~ 58%.
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TABLE 27.1
Error syndrome s for weight-1 arithmetic errors in the (7, 15) biresidue code
Error syndrome Error syndrome
Positive Negative
Error mod 7 mod 15 error mod 7 mod 15
1 1 1 -1 6 14
2 2 2 -2 5 13
4 4 4 —4 3 11
8 1 8 -8 6 7
16 2 1 -16 5 14
32 4 2 -32 3 13
64 1 4 —64 6 11
128 2 8 —128 5 7
256 4 1 -256 3 14
512 1 2 -512 6 13
1024 2 4 —-1024 5 11
2048 4 8 —2048 3 7
4096 1 1 —4096 6 14
8192 2 2 —8192 5 13
16384 4 4 —16384 3 11
32768 1 8 —32768 6 7

A product code with the check modulus A x B =7 x 15 = 105 would similarly allow us
to correct weight-1 errors via checking the divisibility of the codeword by 7 and 15 and noting
the remainders. This is much less efficient, however, since the total word width must be limited
to 12 bits for full error coverage. The largest representable number is thus 4095/105 = 39. This
is equivalent to about 5.3 bits of data, leading to a redundancy of 127%.

In general, a biresidue code with relatively prime low-cost check moduli A = 2? — 1 and
B = 2% —1 can support a data part of ab bits for weight-1 error correction with a representational
redundancy of (a +b)/(ab) = 1/a + 1/b. Thus, with a choice of suitably large values for a and
b, the redundancy can be kept low.

Based on our discussion of arithmetic error-detecting and error-correcting codes, we con-
clude that such codes are effective not only for protecting against fault-induced errors during
arithmetic computations but also for dealing with storage and transmission errors. Using a single
code throughout the system obviates the need for frequent encoding and decoding, and minimizes
the chance of data corruption during the handling of unencoded data.

27.4 SELF-CHECKING FUNCTION UNITS

A self-checking function unit can be designed with or without encoded inputs and outputs. For
example, if in Fig. 27.4, x mod A and y mod A are computed internally, as opposed to being
supplied as inputs, a self-checking arithmetic unit with unencoded input/output is obtained.
The theory of self-checking logic design is quite well developed and can be used to
implement highly reliable, or at least fail-safe, arithmetic units. The idea is to design the required
logic circuits in such a way that any fault, from a prescribed set of faults which we wish to protect
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against, either does not affect the correctness of the outputs (is masked) or else leads to a non-
codeword output (is made observable). In the latter case, the invalid result is either detected
immediately by a code checker attached to the unit’s output or else is propagated downstream
by the next self-checking module that is required to produce a non-codeword output for any
non-codeword input it receives (somewhat similar to computation with NaNs in floating-point
arithmetic).

An important issue in the design of such self-checking units is the ability to build self-
checking code checkers that are guaranteed not to validate a non-codeword despite internal
faults. For example, a self-checking checker for an inverse residue code (N, C’(N)) might be
designed as follows. First, N mod A is computed. If the input is a valid codeword, this computed
value must be the bitwise complement of C’(N). We can view the process of verifying that
Xp—1 -+ - X1X is the bitwise complement of y,_; - - - y1yp as that of ensuring that the signal pairs
(xi, y;) are all (1, 0) or (0, 1). This amounts to computing the logical AND of a set of Boolean
values that are represented using the following 2-bit encoding:

1 encodedas (1,0)or(0,1)
0 encodedas (0,0)or(1,1)

Note that the code checker produces two outputs that carry (1, 0) or (0, 1) if the input is correct
and (0, 0) or (1, 1) if it is not. It is an easy matter to design the required AND circuit such that no
single gate or line fault leads to a (1, 0) or (0, 1) output for a non-codeword input. For example,
one can build an AND tree from the two-input AND circuit shown in Fig. 27.5. Note that any
code checker that has only one output line cannot be self-checking, since a single stuck-at fault
on its output line can produce a misleading result.

Fault detection can also be achieved by result checking. This is similar to what, in the field
of software fault tolerance, is known as acceptance testing. An acceptance test is a (hopefully
simple) verification process. For example, the correct functioning of a square-rooter can be
verified by squaring each obtained root and comparing the result to the original radicand. If
we assume that any error in the squaring process is independent from, and thus unlikely to
compensate for, errors in the square-rooting process, a result that passes the verification test is
correct with very high probability.

Acceptance tests do not have to be perfect. A test with imperfect coverage (e.g., comparing
residues) may not detect each fault immediately after it occurs, but over time will signal a

Xj

Yi

Fig. 27.5 Two-input AND circuit, with 2-bit inputs (x;, y;) and (x;, y;), for use in a self-checking
code checker.
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malfunctioning unit with high probability. On the other hand, if we assume that faults are
permanent and occur very rarely, then periodic, as opposed to concurrent or on-line, verification
might be adequate for fault detection. Such periodic checks might involve computing with
several random operands and verifying the correctness of the results to make it less likely for
compensating errors to render the fault undetectable [Blum96].

27.5 ALGORITHM-BASED FAULT TOLERANCE

So far, our focus has been on methods that allow us to detect and/or correct errors at the level of
individual basic arithmetic operations such as addition and multiplication. An alternative strategy
is to accept that arithmetic operations may yield incorrect results and build the mechanisms for
detecting or correcting errors at the data structure or application level.

As an example of this approach, consider the multiplication of matrices X and Y yielding
the result matrix P. The checksum of a list of numbers (a vector) is simply the algebraic sum
of all the numbers modulo some check constant A. For any m x n matrix M, we define the
row-checksum matrix M, as anm x (n+ 1) matrix that is identical to M in its columns 0 through
n — 1 and has as its nth column the respective row checksums. Similarly, the column-checksum
matrix M, is an (m 4 1) x n matrix that is identical to M in its rows O through m — 1 and has
as its mth row the respective column checksums. The full-checksum matrix M ¢ is defined as
the (;m + 1) x (n + 1) matrix (M, ),: that is, the column-checksum matrix of the row-checksum
matrix of M. Figure 27.6 shows a 3 x 3 matrix with its row, column, and full checksum matrices,
where the checksums are computed modulo A = 8.

The following result allows us to detect and/or correct computation errors in matrix
multiplication.

THEOREM 27.3 For matrices X, Y, and P satisfying P = X x Y, we have
P = XC X Y, re

According to Theorem 27.3, we can perform standard matrix multiplication on the encoded
matrices X, and ¥, and then compare the values in the last column and row of the product
matrix to checksums that are computed based on the remaining elements to detect any error
that may have occurred. If matrix elements are floating-point numbers, the equalities will hold

W LN W N
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Fig.27.6 A 3 x 3 matrix M with its row, column, and full checksum matrices M,, M., and M 't
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approximately, leading to difficulties in selecting a suitable threshold for considering values
equal. Some methods to resolve this problem are given in [Dutt96].

The full-checksum matrix My is an example of a robust data structure for which the
following properties of error detection and correction hold.

THEOREM 274  In a full-checksum matrix, any single erroneous element can be
corrected and any three erroneous elements can be detected.

Thus, for highly localized fault-induced errors (e.g., arising from a very brief transient fault in a
hardware multiplier affecting no more than three elements of the product matrix), the preceding
scheme allows for error correction or detection. Detection of more extensive errors, though not
guaranteed, is quite likely; it would indeed be improbable for several errors to be compensatory
in such a way that they escape detection by any of the checksums.

Designing such robust data structures with given capabilities of error detection and/or
correction, such that they also lend themselves to direct manipulation by suitably modified
arithmetic algorithms, is still an art. However, steady progress is being made in this area.

27.6 FAULT-TOLERANT RNS ARITHMETIC

Redundant encodings can be used with any number representation scheme to detect or correct
errors. Residue number systems, in particular, allow very elegant and effective error detection
and correction schemes through the use of redundant residues corresponding to extra moduli.

Suppose we choose the set of moduli in an RNS in such a way that one residue is redundant
(i.e., if we remove any one modulus, the remaining moduli are adequate for the desired dynamic
range). Then, any error that is confined to a single residue will be detectable, since such an
error would make the affected residue inconsistent with the others. If this scheme is to work,
the redundant modulus obviously must be the largest one (say m). The error detection scheme
is thus as follows. Use all other residues to compute the residue of the number mod m. This is
done by a process known as base extension for which many algorithms exist. Then compare
the computed mod-m residue with the mod-m residue in the number representation to detect a
possible error.

The beauty of this method is that arithmetic algorithms are totally unaffected; error detection
is made possible by simply extending the dynamic range of the RNS. The base extension
operation needed for error detection is frequently provided in an RNS processor for other
reasons—for example, as a building block for synthesizing different RNS operations. In such a
case, no additional hardware, beyond that required to handle the extra residue, is needed for error
detection. In fact, it is possible to disable the error-checking capabilities and use the extended
dynamic range offered by all the moduli when performing less critical computations.

Providing multiple redundant residues can lead to the detection of more errors and/or
correction of certain error classes [Etze80] in a manner similar to the error-correction property
of biresidue and multiresidue codes of Section 27.3. Again, the only new elements that are
needed are the checking algorithms and the corresponding hardware structures. The arithmetic
algorithms do not change.



460

Fault-Tolerant Arithmetic

As an example, consider adding the two redundant moduli 13 and 11 to the RNS with the
four moduli 8, 7, 5, 3 (dynamic range = 840). In the resulting 6-modulus redundant RNS, the
number 25 is represented as (12, 3, 1, 4, 0, 1). Now suppose that the mod-7 residue is corrupted
and the number becomes (12, 3, 1, 6, 0, 1). Using base extension, we compute the two redundant
residues from the other four residues; that is, we transform (—, —, 1, 6,0, 1) to (5, 1, 1, 6, 0,
1). The difference between the first two components of the original corrupted number and the
reconstructed number is (47, +2), which is the error syndrome that points to a particular residue
in need of correction. We see that the error correction scheme here is quite similar to that shown
in Table 27.1 for a biresidue code.

27.1

27.2

27.3

274

275

Voting on integer results One way to design the voter shown in Fig. 27.2 is to use a
three-input majority circuit (identical in function to the carry-out of a full adder) and do
serial bitwise voting on the outputs of the three ALUs. Assume that the ALU outputs
are 8-bit unsigned integers.

a. Show that serial bitwise voting produces the correct voting result, given at most one
faulty ALU.
b. What would the output of the bit-serial voter be if its inputs are 15, 19, and 38?

¢. Present the design a bit-serial voter that can indicate the absence of majority
agreement, should a situation similar to the one in part b arise.

Approximate voting Suppose that the three-input voter shown in Fig. 27.2 is to interpret
its 32-bit unsigned inputs as fractional values that may contain small computational
errors (possibly a different amount for each input).

a. Provide a suitable definition of majority agreement in this case.

b. Can a bit-serial voter, producing its output on the fly, be designed in accordance
with the definition of part a?

¢. Design a bit-serial median voter that outputs the middle value among its three
imprecise inputs.

d. Under what conditions is the output of a median voter the same as that of a majority
voter?

Design of comparators For the two-channel redundant arrangement of Fig. 27.2, dis-
cuss the design of bit-serial comparators for integer (exact) and fractional (approximate)
results.

Arithmetic weight

a. Prove that any minimal-weight binary signed-digit (BSD) representation of a k-bit
binary number has at most [(k + 1)/2] nonzero digits and can always be written in
canonic BSD form without any consecutive nonzero digits.

b. Show that the arithmetic weight of a binary number x is the same as the Hamming
distance between the binary representations of x and 3x.

Low-cost product codes

a. Prove Theorem 27.1 characterizing the unidirectional error-detecting power of low-
cost product codes.
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27.9

b.
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‘What fraction of random double-bit errors are detectable by a low-cost product code
with A =29 — 1?
Can moduli of the form A = 2 + 1 be included in low-cost product codes?

Low-cost residue codes

a.

b.

Prove Theorem 27.2, which characterizes the unidirectional error-detecting power
of low-cost inverse residue codes.

What fraction of random double-bit errors is detectable by a low-cost residue code
with the check modulus A = 29 —1?

Repeat part b for low-cost inverse residue codes.

Show how the computation of the modulo-(2¢ — 1) residue of a number can be
speeded up by using a tree of carry-save adders rather than a tree of a-bit adders
with end-around carries.

Apply your method of part d to the computation of the mod-15 residue of a 32-bit
number and compare the result with respect to speed and cost to the alternative
approach.

Suggest an efficient method for computing the modulo-17 residue of a 32-bit number
and generalize it to the computation of mod-(2¢ 4 1) residues.

Division with product-coded operands Show that if ¢ and s are the quotient and
remainder in dividing z by d (i.e., z = gd + 5) and A = 2¢ — 1, then in dividing A%z
by Ad, the obtained quotient g** can always be made equal to Ag by choosing the last
radix-2¢ digit of ¢** in [—2 + 2, 1].

Low-cost biresidue codes

a.
b.

Characterize the error correction capability of a (7, 3) low-cost biresidue code.

If only error detection is required, how much more effective is the (7, 3) biresidue
code compared to a single-residue code with the check modulus 77 Would you
say that the additional redundancy due to the second check modulus 3 is worth
its cost?

Propose a low-cost biresidue code that is capable of correcting all weight-1 arith-
metic errors in data elements that are 32 bits wide.

Self-checking checkers

a.

Verify that the AND circuit of Fig. 27.5 is an optimal implementation of the desired
functionality. Note that the specification of the design has “coupled don’t-cares”:
that is, one output of the AND circuit can be 0 or 1 provided that the other one is
(not) equal to it.

Verify that the AND circuit of Fig. 27.5 is self-testing in the sense that both output
combinations (0, 1) and (1, 0) appear during normal operation when there is no
input error. Note that if a self-checking checker produces only the output (1, 0), say,
during normal operation, some output stuck-at faults may go undetected.

Use the AND circuit of Fig. 27.5 to construct a self-checking circuit to check the
validity of a 10-bit integer that has been encoded in the low-cost product code with
the check modulus A = 3.
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27.10

27.11

27.12

27.13

27.14

27.15

27.16

d. Design the OR-circuit and NOT-circuit (inverter) counterparts to the AND circuit
of Fig. 27.5. Discuss whether these additional circuits could be useful in practice.

Self-checking function unit Present the complete design a self-checking additive
multiply module (AMM) using the low-cost product code with A = 3. The two additive
and two multiplicative inputs, originally 4-bit unsigned numbers, are presented in 6-
bit encoded form, and the encoded output is 10 bits wide. Analyze the speed and cost
overhead of your self-checking design.

Self-checking arithmetic circuits Consider the design of self-checking arithmetic
circuits using two-rail encoding of the signals: 0 represented as (0, 1) and 1 as (1, 0),
with (0, 0) and (1, 1) signaling an error.

a. Design a two-rail self-checking full-adder cell. Hint: Think of how two-rail AND,
OR, and NOT elements might be built.

b. Using the design of an array multiplier as an example, compare the two-rail self-
checking design approach to circuit duplication with comparison. Discuss.

Algorithm-based fault tolerance

a. Verify that the product of the matrices M, and M, of Fig. 27.6 yields the full
checksum matrix (M?); if the additions corresponding to the checksum elements
are performed modulo 8.

b. Prove Theorem 27.3 in general.

¢. Construct an example showing that the presence of four erroneous elements in the
full checksum matrix My can go undetected. Then, prove Theorem 27.4.

Algorithm-based fault tolerance Formulate an algorithm-based fault tolerance scheme
for multiplying a matrix by a vector and discuss its error detection and correction
characteristics.

Redundant RNS representations For the redundant RNS example presented at the
end of Section 27.6 (original moduli 8, 7, 5, 3; redundant moduli 13, 11):

a. What is the redundancy with binary-encoded residues? How do you define the
redundancy?

b. Construct a syndrome table similar to Table 27.1 for single-residue error correction.

¢. Show that all double-residue errors are detectable.

Explain whether, and if so, how, one can detect double-residue errors and correct
single-residue errors at the same time.

Redundant RNS representations

a. Prove or disprove: In an RNS having a range approximately equal to that of k-bit
numbers, any single-residue error can be detected with O(log k) bits of redundancy.

b. Repeat part a for single-residue error correction.

BSD adder with parity checking Show how a binary signed-digit adder can be
designed to always produce an output word with even parity. Discuss the fault tolerance
capabilities of the resulting adder. Hint: If one of the three digit values in [—1, 1] is
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assigned two 2-bit codes with odd and even parities, it is possible to encode pairs of
output digits so that the resulting 4 bits have even parity [Thor97].
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PAST, PRESENT,
AND FUTURE

In this last chapter, we present a few interesting and diverse case studies
that show the applications of some of the algorithms and implementation
techniques studied thus far in the context of computational requirements,
technological constraints, and overall design goals. We also take a look
backward and forward, both to provide some historical perspective and
to gauge the current trends and future directions of computer arithmetic.
Chapter topics include:

28.1 Historical Perspective

28.2  An Early High-Performance Machine
28.3 A Modern Vector Supercomputer
28.4 Digital Signal Processors

28.5 A Widely Used Microprocessor

28.6 Trends and Future Outlook

28.1 HISTORICAL PERSPECTIVE

464

The history of computer arithmetic is intertwined with that of digital computers. Much of this
history can be traced through a collection of key papers [Swar90] in the field, some of which are
not easily accessible in the original form. Certain ideas used in computer arithmetic have their
origins in the age of mechanical calculators. In fact Charles Babbage is said to have been aware
of ideas such as carry-skip addition, carry-save addition, and restoring division [Omon94].

In the 1940s, machine arithmetic was a crucial element in efforts to prove the feasibility of
computing with stored-program electronic devices. Hardware mechanisms for addition, use of
complement representation to facilitate subtraction, and implementation of multiplication and
division through shift/add algorithms were developed and fine-tuned early on. A seminal report
in the initial development of stored-program electronic digital computers by A. W. Burkes, H. H.
Goldstein, and J. von Neumann [Burk46] contained interesting ideas on arithmetic algorithms
and their hardware realizations, including choice of number representation radix, distribution
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of carry-propagation chains, fast multiplication via carry-save addition, and restoring division.
The state of computer arithmetic circa 1950 is evident from an overview paper by R. F. Shaw
[Shaw50].

Early stored-program digital computers were primarily number-crunching machines with
limited storage and /O capabilities. Thus, the bulk of design effort was necessarily expended
on cost-effective realization of the instruction sequencing and arithmetic/logic functions. The
1950s brought about many important advances in computer arithmetic. With the questions of
feasibility already settled, the focus now shifted to algorithmic speedup methods and cost-
effective hardware realizations. By the end of the decade, virtually all important fast adder
designs had already been published or were in the final phases of development. Similarly, the
notions of residue arithmetic, SRT division, and CORDIC algorithms were all proposed and
implemented in the 1950s. An overview paper by O.L. MacSorley [MacS61] contains a snapshot
of the state of the art circa 1960.

Computer arithmetic advances continued in the 1960s with the introduction of tree mul-
tipliers, array multipliers, high-radix dividers, convergence division, redundant signed-digit
arithmetic, and implementation of floating-point arithmetic operations in hardware or firmware
(in microprogram). A by-product of microprogrammed control, which became prevalent for
flexibility and economy of hardware implementations, was that greater arithmetic functionality
could be incorporated into even the smallest processors by means of using standardized word
widths across a whole range of machines with different computing powers.

Some of the most innovative ideas originated from the design of early supercomputers in
the 1960s, when the demand for high performance, along with the still high cost of hardware,
led designers to novel solutions that made high-speed machine arithmetic quite cost-effective.
Striking examples of design ingenuity can be found in the arithmetic units of the IBM System/360
Model 91 [Ande67] and CDC 6600 [Thor70]. Other digital systems of the pre-IC era no doubt
contained interesting design ideas, but the IBM and CDC systems were extensively documented
in the open technical literature, making them excellent case studies. It is quite regrettable that
today’s designs are not described in the technical literature with the same degree of openness
and detail. We briefly discuss the design of the floating-point execution unit of IBM System/360
Model 91 in Section 28.2. From this case study, we can deduce that the state of computer
arithmetic was quite advanced in the mid-1960s.

As applications of computers expanded in scope and significance, faster algorithms and
more compact implementations were sought to keep up with the demand for higher performance
and lower cost. The 1970s are distinguished by the advent of microprocessors and vector
supercomputers. Early LSI chips were quite limited in the number of transistors or logic gates they
could accommodate; thus microprogrammed implementation was a natural choice for single-
chip processors, which were not yet expected to offer high performance. At the high end of
performance spectrum, pipelining methods were perfected to allow the throughput of arithmetic
units to keep up with computational demand in vector supercomputers. In Section 28.3, we study
the design of one such vector supercomputer, the Cray X-MP/Model 24.

Widespread application of VLSI circuits in the 1980s triggered a reconsideration of virtually
all arithmetic designs in light of interconnection cost and pin limitations. For example, carry-
lookahead adders, which appeared to be ill-suited to VLSI implementation, were shown to be ef-
ficiently realizable after suitable modifications. Similar ideas were applied to more efficient VLSI
implementation of tree and array multipliers. Additionally, bit-serial and on-line arithmetic were
advanced to deal with severe pin limitations in VLSI packages. This phase of the development
of computer arithmetic was also guided by the demand to perform arithmetic-intensive signal
processing functions using low-cost and/or high-performance embedded hardware. Examples
of fixed- and floating-point processors for digital signal processing applications are provided in
Section 28 .4.
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During the 1990s, computer arithmetic continued to mature. Despite the lack of any break-
through design concept, both theoretical development and refinement of the designs continued
at a rapid pace. The increasing demand for performance resulted in fine-tuning of arithmetic
algorithms to take advantage of particular features of implementation technologies. Thus, we
witnessed the emergence of a wide array of hybrid designs that combined features from one or
more pure designs into a highly optimized arithmetic structure. Other trends included increasing
use of table lookup and tight integration of arithmetic unit and other parts of the processor for
maximum performance. As clock speeds reached and surpassed 100, 200, 300, 400, and 500
MHz in rapid succession, everything had to be (deeply) pipelined to ensure the smooth flow of
data through the system. A modern example of such methods in the design of Intel’s Pentium
Pro (P6) microprocessor is discussed in Section 28.5.

28.2 AN EARLY HIGH-PERFORMANCE MACHINE

In this section, we review key design features of the floating-point arithmetic hardware of
IBM System/360 Model 91, a supercomputer of the mid-1960s, which brought forth numerous
architectural innovations. The technical paper on which this description is based [Ande67] is
considered one of the key publications in the history of computer arithmetic. For an insightful
retrospective on the Model 91, see [Flyn98].

The IBM System/360 Model 91 had two concurrently operating floating-point execution
units (Fig. 28.1), each with a two-stage pipelined adder and a 12 x 56 pipelined multiplier, to
meet the ambitious design goal of executing one floating-point instruction per 20-ns clock cycle
on the average. The unit could handle 32-bit or 64-bit floating-point numbers with sign, 7-bit
excess-64 base-16 exponent, and 24-bit or 56-bit normalized significand in [1/16, 1). Floating-
point operands were supplied to the execution units from a number of buffers or registers. Within
the execution units, a number of “reservation stations” (RS), each holding two operands, allowed
effective utilization of hardware by ensuring that the next set of operands always was available
when an arithmetic circuit was ready to accept it.

The Model 91 floating-point adder consisted of standard blocks such as exponent adder,
preshifter, postshifter, and exponent adjuster, in addition to a 56-bit fraction adder. The fraction
adder had a three-level carry-lookahead design with 4-bit groups and 8-bit sections. Thus,
there were two groups per section and seven sections in the adder. Many clever design meth-
ods were used to speed up and simplify the adder. For example, the adder was designed to
produce both the true sum and its 2’s complement, one of which was then selected as the
adder’s output. This feature served to reduce the length of the adder’s critical path; only
the operand that was not preshifted could be complemented. This could force the compu-
tation of y — x instead of the desired x — y, thus necessitating output complementation.
As a result of various optimization and speedup techniques, a floating-add arithmetic opera-
tion could be executed in 2 clock cycles (or one add per cycle per floating-point unit with
pipelining).

The Model 91 floating-point multiplier could multiply a 56-bit multiplicand by a
12-bit multiplier in one pass through its hardware tree of CSA adders, keeping the
partial product in carry-save form, to be subsequently combined with the results from
other 12-bit segments of the multiplier. Radix-4 Booth’s recoding was used to form six
multiples of the multiplicand to be added (thus, actually 13 bits of the multiplier were re-
quired in each step in view of the 1-bit overlap). The six multiples were reduced to two
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in a three-level CSA tree. Another two CSA levels were used to combine these two values
with the shifted carry-save partial product from earlier steps. Pipelining allowed 12 multiplier
bits to be processed in each clock cycle. The floating-point multiply took 6 clock cycles, or
120 ns, overall.

Floating-point division was performed by the Newton-Raphson convergence method using
the hardware multiplier and a small amount of extra logic. An initial table lookup provided an
approximate reciprocal of the divisor that led to 7 bits of convergence with a 12-bit multiplier.
Three more steps of such short multiplications (requiring a single pass through the CSA tree)
increased the convergence to 14, 23, and 28 bits. A final half-multiply, needing three passes
through the CSA tree, completed the process. The pair of multiplications was pipelined in each
step, with the result that floating-point divide took only 18 clock cycles. Early versions of the
Model 91 floating-point unit sometimes yielded an incorrect least significant bit for the quotient.
This problem, which had been due to inadequate analysis of the division convergence process,
was corrected in subsequent versions.
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Fig. 28.1 Overall structure of the IBM System/360 Model 91 floating-point execution unit.
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28.3 A MODERN VECTOR SUPERCOMPUTER

Modern supercomputers come in two varieties: vector multiprocessors consisting of a small
number of powerful vector processors, and parallel computers using a moderate to very large
ensemble of simpler processors.

Moderately parallel computers typically use off-the-shelf, high-performance microproces-
sors as their basic building blocks, while some massively parallel computers are based on very
simple custom processors, perhaps with multiple processors on a single microchip. Since we
discuss arithmetic in a modern microprocessor in Section 28.5, and since we have already
covered an example of arithmetic in the simple bit-serial processors of the CM-2 massively
parallel computer (Section 24.3), here we focus on the design of the Cray X-MP/Model 24
processor as an example of the former category [Robb89]. This machine has been superseded
by the Y-MP, C-90, and various other Cray supercomputers, but it offers a good example for
discussing the principles of high-performance vector processing, with the associated highly
pipelined implementation of arithmetic operations and pipeline chaining.

The Cray X-MP/Model 24 consists of two identical CPUs sharing a main memory and an
1/0 subsystem. Most instructions can begin execution in a single 9.5-ns machine cycle and are
capable of producing results on every machine cycle, given suitably long vector computations
and appropriate data layout in memory to avoid memory bank conflicts. Each CPU has an address
section, a scalar section, and a vector section, each with its own registers and functional units.

The address section is the simplest of the three sections. It uses an integer multiplier and
an adder (four- and two-stage pipeline, respectively) for operating on, and computing, 24-bit
memory addresses.

The scalar section has functional units for addition (three-stage pipeline), weight/parity/
leading-Os determination (three- or four-stage), shifting (two-stage), and logical operations (one-
stage). With very few exceptions, all arithmetic and logical operations deal with 64-bit integer
or floating-point operands. Floating-point numbers have a sign bit, 15 exponent bits, and 48
significand bits (including an explicit 1 after the radix point).

The vector section is perhaps the most interesting and elaborate part of the processor,
and we focus on it in the remainder of this section. Figure 28.2 is a block diagram of the
Cray X-MP’s vector section. There are eight sets of 64-element vector registers that are used
to supply operands to, and accept results from, the functional units. These allow the required
vectors or vector segments to be prefetched, and the vector results stored back in memory,
concurrently with arithmetic/logic operations on other vectors or vector segments. In fact,
intermediate computation results do not need to be stored in a register before further processing.
A method known as pipeline chaining allows the output of one pipeline (e.g., multiplier) to be
forwarded to another (say, adder) if a vector computation such as (A[i] x B[i]) + C[i] is to
be performed.

Vector computations need 3 clock cycles for their sefup, which includes preparing the
appropriate functional units and establishing paths from/to source and destination registers to
them. At the end of a vector computation, 3 more clock cycles are needed for shutdown before the
results in the destination vector register can be used in other operations. This type of pipelining
overhead, which becomes insignificant when one is dealing with long vectors, is the main
reason for vector machines having a “break-even” vector length (i.e., a length beyond which
vector arithmetic is faster than scalar arithmetic performed in a program loop).

Once a vector computation has been set up, a pair of elements enters the first stage of the
pipeline on every clock cycle and the partial results for the preceding pairs move one stage
forward in the pipeline. Figure 28.2 lists the number o of pipeline stages for various operations.



28.4 DIGITAL SIGNAL PROCESSORS 469

Vector
From integer
Vector address
registers unit
>
>4 >
g (1) Stages 6=5
[
IS 2 0—>
£ > 3
e .
S Floating-
- || point Add
Vo | units
|| > .
| | Multiply 6
= >
62 — Reciprocal 7
A .
63 | pprox
4_ Stages =14
Control < Vector length,
signals mask, & control <

To/from scalar unit

Fig. 28.2 The vector section of one of the processors in the Cray X-MP/Model 24 supercomputer.

The output of a o -stage pipelined unit becomes available for chaining after o + 5 clock cycles.
Such a unit needs A+ +5 clock cycles to operate on a A-element vector. However, the functional
unit is freed for the next vector operation after A + 4 cycles.

28.4 DIGITAL SIGNAL PROCESSORS

Many digital signal processing (DSP) applications are arithmetic-intensive and cost-sensitive,
thus requiring innovative solutions for cost-effective implementation. A digital signal processor
(also abbreviated as DSP), can be a special-purpose or a general-purpose unit. Special-purpose
DSPs have been designed in a variety of ways, using conventional or unconventional (RNS, log-
arithmic) number representations. It is impossible to review all these approaches here [Sode86],
[Jull94]. We thus focus on the design of typical general-purpose DSP chips.

General-purpose DSPs are available as standard components from several microchip man-
ufacturers. They come in two varieties: fixed point and floating point. Integer DSP chips are
simpler and thus both faster and less expensive. They are used whenever the application deals
with numerical values in limited and well-defined ranges so that scaling can be done with
acceptable overhead (e.g., in simple voice processing). The payoff then is faster processing or
higher accuracy. When the range of numerical values is highly variable or unpredictable, or the
data rate is too high to allow the use of lengthy scaling computations, built-in floating-point
arithmetic capability becomes mandatory (e.g., in multimedia workstations).
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Motorola’s DSP56002 chip is a 24-bit fixed-point DSP [EISh96]. It deals with 24-bit and
48-bit signed fractions and internally uses a 56-bit format consisting of 9 whole bits, including
the sign, and 47 fractional bits. As shown in Fig. 28.3, there are four 24-bit input registers that
can also be used as two 48-bit registers. Similarly, the two 56-bit accumulator registers can be
viewed as four 24-bit and two 8-bit registers. Arithmetic/logic operations are performed on up
to three operands, with the 56-bit result always stored in an accumulator. Example instructions
include the following:

ADD A,B {A+B — B}

SUB X, A (A—X— A)

MPY +XI,X0, B {£X1 x X0 — B}
MAC #+YI,X1,A {A£ (Y1 x X1) > A}
AND XI,A {A AND X1 — A}

The ALU can round the least significant half (A0 or BO) into the most significant half (A1l or
B1) of each accumulator. So, for example, an MPY or MAC instruction can be executed with
or without rounding, leading to a 24- or 48-bit result in an accumulator.

The 56-bit shifter can shift left or right by 1 bit or pass the data through unshifted. The two
data shifters, associated with the A and B accumulators, take 56-bit inputs and produce 24-bit
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Fig. 28.3 Block diagram of the data ALU in Motorola’s DSP56002 (fixed-point) processor.
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outputs, each with an “overflow” bit. One-bit left or right shift is possible for scaling purposes.
The data limiter causes the largest value of the same sign to be output when the (shifted) 56-bit
data is not representable in 24 bits.

There are also a variety of data movement, bit manipulation, and flow control instructions,
as in any other processor. Details of the instruction set and programming considerations for
Motorola’s DSP56002 processor, along with example applications in filter implementation and
fast Fourier transform, have been published [EISh96].

As an example of a floating-point DSP chip, we briefly review Motorola’s DSP96002,
which has many features of a 32-bit general-purpose processor along with enhancement for
DSP applications [Sohi88]. Multiple DSP96002 chips can share a bus and communicate directly
with each other in a parallel configuration with very high performance.

DSP96002 implements the IEEE single-precision (32-bit) and single-extended-precision
(1 + 11 4+ 32 = 44 bits, no hidden bit) floating-point arithmetic. An internal 96-bit format
(sign, 20 bits of special tags, 11-bit exponent, 64-bit significand) is used to minimize error
accumulation.

The data ALU (Fig. 28.4), so named to distinguish it from address computation units,
supports IEEE floating-point arithmetic in a single instruction cycle or 2 clock cycles. The full
instruction actually takes 3 instruction (or 6 clock) cycles to finish but is executed in a three-stage
(fetch, decode, execute) pipeline that can accept a new instruction in every cycle.

The floating-point add/subtract unit calculates both the sum and the difference of its two
inputs, with one or both results stored in the register file in the same cycle. The add/subtract
unit is also used for integer arithmetic, a variety of data type conversions, and multibit shift
operations (taking advantage of its barrel shifter). The floating-point multiply unit contains a
32 x 32 hardware multiplier, thus supporting both 32-bit signed/unsigned integer multiplication
and single-extended-precision floating-point multiplication (with 32-bit significands) in one
cycle. A full 64-bit product is produced.

Finally, the special function unit implements division, square-rooting, and logical op-
erations. Division and square-rooting require multiple instructions, beginning with a special
instruction to generate a reciprocal (root) seed and continuing with a convergence computation.

DSP96002 accepts, and properly handles, denormalized numbers, but requires one addi-
tional machine cycle to process each denormalized source operand or denormalized result. A
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Fig. 28.4 Block diagram of the data ALU in Motorola’s DSP96002 (floating-point) processor.
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“flush-to-zero” underflow mode can be optionally selected to force denormalized numbers to
0, thus avoiding the possible extra cycles and making the execution timing completely data-
independent.

28.5 A WIDELY USED MICROPROCESSOR

Older microprocessors contained an ALU for integer arithmetic within the basic CPU chip and
an optional floating-point coprocessor on a separate chip. Recently, increasing VLSI circuit
density has led to the trend of integrating both units on a single microchip, while still leaving
enough space for large on-chip cache memories for data and instructions,

As an example, we describe a member of the Intel’s Pentium family of micropro-
cessors: the Intel Pentium Pro, also known as Intel P6. The primary design goal for the In-
tel P6 was to achieve the highest possible performance, while keeping the external appear-
ances compatible with the Pentium and using the same mass-production technology [Shan98].
Intel’s Pentium II is essentially a Pentium Pro, complemented with a set of multimedia
instructions.

The Intel P6 has a 32-bit architecture, internally using a 64-bit data bus, 36-bit addresses, and
an 86-bit floating-point format. In the terminology of modern microprocessors, P6 is superscalar
and superpipelined: superscalar because it can execute multiple independent instructions con-
currently in its many functional units, as opposed to the Cray machine of Section 28.3, which has
concurrent execution only for vector operations; superpipelined because its instruction execution
pipeline with 147 stages is very deep. The design of the Intel P6, which was initially based on
a 150- to 200-MHz clock, has 21M transistors, roughly a quarter of which are for the CPU and
the rest for the on-chip cache memory. The Intel P6 is also capable of glueless multiprocessing
with up to four processors.

Figure 28.5 shows parts of the CPU that are relevant to our discussion. Since high per-
formance in the Intel P6 is gained by out-of-order and speculative instruction execution, a key
component in the design is a reservation station that is essentially a hardware-level scheduler
of micro-operations. Each instruction is converted to one or more micro-operations, which are
then executed in arbitrary order whenever their required operands are available.

The result of a micro-operation is sent to both the reservation station and a special unit called
the reorder buffer. This latter unit is responsible for making sure that program execution remains
consistent by committing the results of micro-operations to the machine’s “retirement” registers
only after all pieces of an instruction have terminated and the instruction’s “turn” to execute has
arrived within the sequential program flow. Thus, if an interrupt occurs, all operations that are
in progress can be discarded without causing inconsistency in the machine’s state. There is a
full crossbar between all five ports of the reservation station so that any returning result can be
forwarded directly to any other unit for the next clock cycle.

Fetching, decoding, and setting up the components of an instruction in the reservation station
takes 8 clock cycles and is performed as an eight-stage pipelined operation. The retirement
process, mentioned above, takes 3 clock cycles and is also pipelined. Sandwiched between
the preceding two pipelines is a variable-length pipeline for instruction execution. For this
middle part of instruction execution, the reservation station needs 2 cycles to ascertain that
the operands are available and to schedule the micro-operation on an appropriate unit. The
operation itself takes one cycle for register-to-register integer add and fonger for more complex
functions. Because of the multiplicity of functional units with different latencies, out-of-order
and speculative execution (e.g., branch prediction) are crucial to high performance.
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Fig. 28.5 Key parts of the CPU in the Intel Pentium Pro (P6) microprocessor.

In a sense, the deep pipelining of instruction execution in the Intel P6 makes the performance
less sensitive to the arithmetic algorithms and circuits. Indeed, the bulk of hardware in the P6 is
devoted to the management of pipelining and out-of-order instruction execution rather than to
arithmetic circuits.

28.6 TRENDS AND FUTURE OUTLOOK

Arithmetic designs are evolving as a result of changes in the underlying technology. The move
from small-scale integration through medium- and large-scale integration to VLSI has gradually
shifted the emphasis from reducing the number of gates and gate levels in arithmetic circuits to
considering the overall design in terms of both computational elements and interconnections.
Increasing densities have also led to concerns about adequate input/output bandwidth, clock and
power distribution, heat dissipation, and testability. Design challenges will no doubt continue to
emerge as we deal with even newer technologies and application requirements (fully distributed
micropipelines, subnanosecond arithmetic, low-power design, the quest for petaFLOPS, etc.).

Today, designs for arithmetic circuits are developed not by analyzing an elegant algorithm
and optimizing its various parameters, but rather by getting down to the level of transistors and
wires. This explains the proliferation of hybrid designs that use two or more distinct paradigms
(e.g., fast adders using Manchester carry chains along with carry-lookahead and carry-select
structures) to obtain the best designs for given cost—performance requirements.

Concurrent with developments in the VLSI technology, changing application characteristics
have dictated a shift of focus in computer arithmetic from high-speed or high-throughput
designs in mainframe computers to low-cost and low-power designs for embedded and mobile
applications. These have in turn led to renewed interest in bit- and digit-serial arithmetic as
mechanisms to reduce the VLSI area and to improve packageability and testability. High-
performance designs requiring lookahead and speculative execution are expensive and often
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at odds with the goal of reducing power consumption to extend the battery life and/or simplify
heat dissipation. Many challenging problems are being addressed in these areas.

The desirability of synchronous versus asynchronous design is also being reexamined. Thus
far, synchronous circuits have prevailed in view of their ease of design, tractability of analysis,
and predictability of performance. A secondary, but still important, drawback of asynchronous
design is the overhead in time and area for the required handshaking circuits that regulate the
flow of data between circuit segments. However, the higher speeds and packaging densities of
modern digital circuits are stretching the limits of our ability to distribute the clock signal
to all the required points. Also, signal propagation delays over long wires are forcing the
designers to modularize the design (e.g., via systolic arrays), thus in some cases introducing
an overhead that is comparable to that of handshaking for asynchronous operation. Novel design
paradigms and improved tools for the synthesis and analysis of asynchronous systems are slowly
changing the balance in favor of the latter [Hauc95]. For example, low-level pipelining methods
(micropipelines), perhaps extending all the way down to the logic gate level, are thought to hold
promise for the arithmetic circuits of the future.

Fundamentally new technologies and design paradigms may alter the way in which we
view or design arithmetic circuits. Just as the availability of cheap, high-density memories
brought table-lookup methods to the forefront, certain computational elements being developed
in connection with artificial neural networks may revolutionize our approach to arithmetic
algorithms. As an example, imagine the deep changes that would ensue if an artificial neuron
capable of summing several weighted inputs and comparing the result to a fixed threshold could
be built from a few transistors. Such a cell would be considerably more powerful than a switch or
standard logic gate, thus leading to new designs for arithmetic functions [Vass96]. As a second
example, researchers in the field of optical computing, eager to take full advantage of parallel
operations made possible by the absence of pin limitations, have paid significant attention to
redundant number representations. Yet another example is found in the field of multivalued
logic, which has an inherent bias toward high-radix arithmetic.

On the theoretical front, studies in arithmetic complexity [Pipp87] have been instrumental in
broadening our understanding of algorithmic speedup methods. Any n-variable Boolean function
that is actually dependent on all n variables (say, the most significant output bit of an n/2 x n/2
unsigned multiplier) requires a gate count or circuit complexity of at least 2 (n) and a delay or
circuit depth of Q(log n). On the other hand, any Boolean function can be realized by a size-
(2" — 1), depth-n, complete binary tree of 2-to-1 multiplexers by using the Shannon expansion

SO xa, o x0) =x1 f(Lxg, -, %) + %1 £O, %0, -, xy)

for each variable in turn. Key questions in arithmetic complexity thus deal with the determination
of where in the wide spectrum of Q (n) to O(2") circuit complexity, and Q (log ») to O(n) circuit
depth, practical implementations of the various arithmetic functions may lie, and what can be
achieved in terms of cost (delay) if we restrict the design, say, to having logarithmic delay (linear,
or polynomial, cost).

For example, we know in the case of addition/subtraction that the bounds O(n) on cost and
O(log n) on delay are achievable simultaneously by means of certain carry-lookahead adder
designs, say. For multiplication, we can achieve O(log n) delay with O(n log n log log n) cost in
theory, though practical designs for small word widths have logarithmic delay with O(n?) cost.
Logarithmic-depth circuits for division are now known, but they are much more complex than
logarithmic-depth multipliers. Note that a logarithmic-depth multiplier is capable of performing
division in O(log? n) time when a convergence method is used.

Many innovations have appeared in computer arithmetic since the early days of electronic
computers [Burk46]. The emergence of new technologies and the unwavering quest for higher
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performance are bound to create new challenges in the coming years. These will include
completely new challenges, as well as novel or transformed versions of the ones discussed in
the preceding paragraphs. Computer arithmetic designers, who helped make digital computers
into indispensable tools in the five decades since the introduction of the stored-program concept,
will thus have a significant role to play in making them even more useful and ubiquitous as the
second half-century of digital computing unfolds.

28.1

28.2

28.3

284

28.5

28.6

Historical perspective Using the discussion in Section 28.1 as a basis, and consulting
additional references as needed, draw a time line that shows significant events in the
development of digital computer arithmetic. On your time line, identify what you
consider to be the three most significant ideas or events related to the topics discussed in
each of the Parts I to IV of this book. Briefly justify your choices. Include floating-point
numbers and arithmetic in your discussion (i.e., floating-point representation in Part I,
floating-point addition in Part II, etc.).

Arithmetic before electronic digital computers

a. Study the implementation of arithmetic operations on mechanical calculators and
other machines that preceded electronic computers. Prepare a report (including a
time line) discussing the developments of key ideas and various implementations.

b. Repeat part a for electronic analog computers. Compare the ideas and methods to
those of digital arithmetic and discuss.

IBM System/360 Model 91

a. Based on the description in Section 28.2 and what you learned about convergence
division in Chapter 16, determine the size of the lookup table providing the initial
approximation to the divisor reciprocal in the IBM System/360 Model 91.

b. Estimate, using back-of-the-envelope calculations, the MFLOPS computational
power of the IBM System/360 Model 91. Assume complete overlap between instruc-
tion preparation and execution. Use an instruction mix of 60% add, 30% multiply,
and 10% divide.

¢. Study the integer arithmetic capabilities of the IBM System/360 Model 91.

The CDC 6600 computer Prepare a description of the arithmetic capabilities of CDC
6600 in a manner similar to the discussion of the IBM System/360 Model 91 in Section
28.2. Stress similarities and key differences between the two systems.

Cray X-MP/Model 24 A polynomial f(x) of degree n — 1 (n coefficients, stored in a
vector register) is to be evaluated using Horner’s rule for n different values of x (available
in a second vector register). The n results are to be left in a third vector register. Estimate
the number of cycles needed for this computation on the CRAY X-MP/Model 24 with
pipeline chaining. What is the machine’s MFLOPS rating for this computation?

Floating-point representation formats The IBM System 360 Model 91 did not use
the IEEE standard floating-point format because its design preceded the standard. Until
recently, Cray machines did not use the standard either, mainly for performance and
program compatibility reasons. Compare these two nonstandard floating-point formats
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28.7

28.8

28.9

28.10

28.11

28.12

28.13

to the IEEE standard format and discuss difficulties that might arise in porting programs
among the three floating-point implementations.

Digital filtering on a fixed-point DSP

a. A median filter operates on a black-and-white digital image and replaces each
pixel value (representing the gray level) with the median of nine values in the
pixel itself and in the eight horizontally, vertically, and diagonally adjacent pixels.
Estimate the number of cycles for median filtering of a 1024 x 1024 image using
the Motorola DSP56002 fixed-point signal processor, assuming that control is
completely overlapped with computation.

b. Repeat part a for a mean filter.

Polynomial evaluation on a floating-point DSP A degree-(n — 1) polynomial f(x)
is to be evaluated using Horner’s rule for n values of x. Using reasonable assumptions
as needed, estimate the execution time of this problem on the Motorola DSP96002
floating-point signal processor. Discuss the cost-effectiveness of this solution compared
to a vector supercomputer applied to the same problem.

A high-performance DSP Recent DSP products announced by Texas Instruments
and other suppliers have much greater computational capabilities than those studied
in Section 28.4. Pick one such system and describe its arithmetic capabilities and
performance relative to the corresponding DSP chip (fixed- or floating-point) described
in Section 28.4.

Higher than peak performance The peak MFLOPS performance of a processor is
usually determined based on the speed of floating-point addition. For example, if one
floating-point addition can be initiated in every 5-ns clock cycle, the peak performance
is considered to be 200 MFLOPS.

a. Show that the Motorola DSP96002 floating-point signal processor can exceed its
peak performance for certain problems.

b. Show that a similar effect is possible when arithmetic is performed bit-serially.

CISC versus RISC microprocessors The Intel Pentium Pro (P6) microprocessor is
an example of the class of complex instruction set computers (CISCs). Most modern
microprocessors belong to the complementary class of reduced instruction set computers
(RISCs). Choose one example of this latter class and contrast it to the Intel P6 with regard
to the implementation of arithmetic functions The MIPS R10000 is a particularly good
example and has been described in some detail in [Yeag96].

The Alpha microprocessor The Alpha microprocessor of Digital Equipment Corpo-
ration (now part of Compagq) is among the fastest processors available today. Study
arithmetic in Alpha and compare it to the Intel P6.

Role of arithmetic in microprocessor performance Pick a microprocessor with which
you are most familiar and/or have ready access to the relevant technical information.
Estimate the percentage of instruction cycle time taken up by arithmetic operations.
Include in this figure arithmetic operations performed for address calculations and other
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bookkeeping tasks. When arithmetic is fully overlapped with nonarithmetic functions,
divide the time equally between the two.

Mutltiprecision arithmetic on microprocessors We would like to design a set of rou-
tines for operating on multiprecision unsigned integers that are represented by variable-
length vectors. The Oth element of the vector is the length of the number in k-bit words
(e.g., 3 means that the number is 3k bits long and is represented in three k-bit chunks
following the Oth vector element, MSB first).

a. Express the length of the numbers resulting from addition, multiplication, and
division of two numbers, having the length field values of m and n, respectively.

b. Design an algorithm for performing multiprecision add from the most significant
end. One way to do this is to store temporary sum digits and then go back and
correct them if a carry is produced that affects them. Write the algorithm in such a
way that only final sum digit values are written. Hint: The value of a digit can be
finalized when the next position sum is not 2 — 1. So, you need only keep a count
of how many such positions appear in a row.

¢. Compare the performance of two microprocessors of your choosing in running the
multiprecision addition algorithm of part b.

d. Itis sometimes necessary to multiply or divide a multiprecision number by a regular
(single-precision) number. Provide complete algorithms for this purpose.

e. Repeat part ¢ for the computations defined in part d.

Synchronous versus asynchronous design Study synchronous and asynchronous
adder designs with regard to speed, hardware implementation cost, and power require-
ment [Kinn96].

Neuronlike hardware elements Consider the availability of a very simple neuronlike
element with three binary inputs and one binary output. During the manufacturing of
the element, each input can be given an arbitrary integer weight in [1, 3] and the element
can be given an arbitrary threshold in [1, 9]. The output will be 1 if the weighted sum of
the inputs equals or exceeds the threshold. Synthesize a single-bit full adder using these
elements.
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(10; 4)-counter, 133

(11; 2)-counter, 175

(3; 2)-counter, 39, 133

(4, 4; 4)-counter, 135

(5; 2)-counter, 192

(5; 3)-counter, 199

(5, 5; 4)-counter, 135

(7; 2)-counter, 136, 167, 192

(7; 3)-counter, 134

(n; 2)-counter, 136

(n, p) encoding, 42, 48

(n, z, p) encoding, 42

(s, v) encoding, 42, 48

1-out-of-3 encoding, 42

1’s-complement. See One’s-
complement

2-adic number, 33

2’s-complement. See Two’s-
complement

3/2 reduction circuit, 39

4/2 reduction module 176

Absolute error, 280, 337, 403
Absorb (carry), 85
Acceptance testing, 457
Accumulation, error, 203, 265, 318
Accumulative parallel counter, 134
Accuracy/speed trade-off, 402
Activity, 432
Adder. See Addition
Addition, 73
asynchronous, 83
balanced ternary, 89
binary signed-digit, 45, 177
bit-serial, 75
carry-completion, 82
carry-free, 36, 43, 422
with carry-in, 333
carry-lookahead, 90
carry-propagate, 38, 129

carry-save, 128, 162, 234

carry-select, 114

carry-skip, 108

conditional-sum, 116

of a constant, 83

decimal, 88

digit-pipelined, 422

digit-serial, 87

fast, 91, 108

floating-point, 284, 297, 466

fractional-precision, 123, 338

high-radix, 92

hybrid, 117

limited-carry, 45, 422

Ling, 97

logarithmic time, 114, 298

Manchester, 85, 104

multioperand, 125, 173, 201

radix-r, 86

ripple-carry, 75, 128

RNS, 56

signed-magnitude, 20

significand, 298, 301

subtractive, 87

tree, 132

two’s-complement, 27

of ulp, 26
Additive

input, 203

inverse, 55, 336

multiply module (AMM), 193

normalization, 378
Add/subtract cell, controlled, 254, 356
Adiabatic switching or charging, 433
Advanced Micro Devices, 103
Algebra, laws of, 316

for inequalities, 325

for intervals, 341
Algebraic formulation, 372
Algorithm-based fault tolerance, 458

Alignment preshift, 285
Alpha microprocessor, 476
ALU, 5, 20, 87, 398
bit-serial, 398
CM-2, 398
data, 471
floating-point, 467
logarithmic, 307
AMM, 193
Analysis of carry propagation, 80
AN code, 451
Angle, rotation, 363
Annihilate (carry), 81, 85, 91, 301
ANSI/IEEE floating-point format, 282
Any number (aN), 330
Approximate CRT decoding, 65
Approximating function, 386
Approximation
linear, 388, 401
polynomial, 387
rational, 388
reciprocal, 267, 355
starting, 267, 270, 353
straight-line, 401
Arbiter, fixed-priority, 105
Archimedes’ interval method, 341
Area, layout, 78, 168, 176, 181
Arithmetic
bit-serial, 397
complexity, 474
digit-pipelined, 421
error, 313
error code, 450
error-correcting code, 455
error-detecting code, 451
fast, 67
fault detection or tolerance, 448
fault-tolerant, 447
GSD, 41
high-precision, 328

479
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high-throughput, 413

interval, 323, 336

lazy, 338

low-power, 430

merged, 388

modular, 23

multiprecision, 332

on-line, 421

pipelined, 413

RNS, 56, 459

signed, 27

significance, 322

systolic, 425

unnormalized, 317, 322 -

variable-precision, 334

weight of an error, 450
Arithmetic/logic unit. See ALU
Array

divider, 253

multiplier, 181, 186

multiplier/divider, 256

square-rooter, 356

systolic, 195, 425, 474
ARRE, 280, 320
Arrival time, 120
Artificial neuron, 474
Assimilate (carry), 113, 125
Assimilation, deferred carry, 125
Associative binary operation, 99
Associative law of addition, 317

Associative law of multiplication, 318

Asymmetric digit set, 41
Asynchronous

adder, 83

counter, 84

digital circuit, 441, 474
AT and AT? measures, 168
Automatic error analysis, 322
Automorphic numbers, 72
Average error, 288
Average power consumption, 432

Average representation error, 280, 320

Backward error analysis, 323
Balanced-delay tree, 175
Balanced ternary

addition, 89

multiplication, 171

number system, 9
Balancing, delay, 175, 435
Base (radix), 8

exponent, 280

extension, 71, 459

of logarithm, 292
Base-2 logarithm, 381

Basis, 59
Battery, nickel-cadmium, 430
Baugh-Wooley method, 178

modified, 179
Biased representation, 21
Bidirectional shifter, 303
Big-endian order, 335
Binary, associative operation, 99
Binary-coded decimal (BCD), 17
Binary signed-digit (BSD)

addition, 45, 177

array divider, 258

canonic form, 450

multiplication, 155

number, 41, 48
Binary-to-RNS conversion, 60
Binary-to-unary reduction, 395
Biresidue code, 455
Bit

guard, 303

hidden, 282

round, 303

sign, 20, 28

sticky, 303
Bit-level pipelining, 420
Bit-serial

adder, 75

ALU, 398

arithmetic, 397

division, 257

inner-product computation, 207

multiplier, 195, 198

squarer, 206
Bitwise complement, 24
Block

generate/propagate, 93

skip, 109
Blocks, overlapping, 94, 98
Booth’s recoding or encoding

hardware, 161, 164

modified, 159, 164, 178

radix-16, 165, 170

radix-2, 149, 152, 233, 384

radix-4, 159

radix-8, 165, 169
Borrow-lookahead subtractor, 104
Borrow network, 92
Bound, lower or upper, 323
Brent-Kung prefix graph, 101
BSD. See Binary signed-digit
BSD-to-binary converter, 177
Bundled data protocol, 442
Bus-invert encoding, 444

Calculator, 5

Cancellation error, 315
Cancellation law, 318
Canonic BSD form, 450
Capacitance, parasitic, 432
Carries, parallel, 46, 50
Carry

analysis of propagation, 80
annihilate (absorb) 81, 85, 91, 301
assimilate, 113, 125

chain, 80, 85, 104

completion detection, 82
end-around, 25

flip-flop, 76

full lookahead, 92

generate, 81, 85, 91, 113, 301
in, 20, 75

network, 83, 85, 92

operator (¢), 98

out, 20, 23, 75, 79, 96

path, 109

problem, 35, 80

propagate, 81, 85, 91, 113, 301
recurrence, 86, 91

two-rail, 83

Carry-completion adder, 82
Carry-free

addition, 36, 43, 422
counting, 85

Carry generator, lookahead, 93
Carry-in, 20, 75

adder with, 333

Carry-lookahead

adder, 90
incrementer, 106
latency formula, 96
multilevel, 92
single-level, 94
spanning-tree, 103
two-level, 95
variable-block, 106

Carry-out, 20, 23, 75, 79, 96
Carry-propagate adder (CPA), 38, 129
Carry-save

addition, 128, 162, 234
adder tree, 132, 269
double, 198

number, 38

Carry-select adder, 114

two-level, 115

Carry-skip adder, 108

multilevel, 111
single-level, 111
two-level, 111
variable-block, 109



CDC 6600 computer, 465
Cellular structure, 199
Certifiable arithmetic, 328
Chain, carry, 80
Chaining, pipeline, 468
Change of sign, 23
Check
modulus, 451
parity, 462
Checking
residue, 453
result, 457
Checksum, 458
Chinese remainder theorem, 63
Chopping, 287
Circuit
asynchronous, 441, 474
lookahead, 49
multiple-forming, 173
Circular CORDIC, 367
Clock
gating, 434
period, 415
rate, 415
skew, 415
Clocking overhead, 77
CM-2 ALU, 398
CMOS
carry-skip adder, 110
microprocessor, 104
power dissipation, 432
ripple-carry adder, 78, 87
technology, 432
transmission-gate logic, 76
Code
AN, 451
biresidue, 455
checker, 457
error, 448, 451, 455
inverse residue, 454
nonseparable, 452
product, 451
residue, 453
separable, 453
Codeword, 449
Coding, information, 449
Column-checksum matrix, 458
Combinational shifter, 301
Commutative, 98
Comparator, 17
Comparison
constant, 44, 232
magnitude, 56, 62
relational, 286

Compiler, optimizing, 153
Complement

bitwise, 24

digit, 23

diminished-radix, 23

number representation, 22, 55

one’s, 24

radix, 23

two’s, 24
Complementation, 23

constant, 22, 25, 55

selective, 27, 299
Completion sensing adder, 82
Complex number, 10, 207
Complex radix, 10
Complexity, 167, 474

arithmetic, 474

Kolmogorov, 81
Compressor, parallel, 135
Computation

noisy mode, 322

prefix, 98, 126

three-channel, 448
Computational error, 313
Computing, optical, 474
Conditional-sum adder, 116
Conditions and exceptions, 78
Constant

addition of, 83

comparison, 44, 232

complementation, 22, 25, 55

division by, 221

multiplication by, 151
Constant-factor CORDIC, 372
Continuation, 330
Continued fraction, 329
Control, microprogrammed, 145

Controlled add/subtract cell, 254, 356

Controlled clock skew, 417
Controlled subtractor cell, 253
Convergence
cubic, 274
division, 261, 307, 384
domain of, 365, 380, 382
method, 261, 378
quadratic, 264, 266, 353, 356
rate, 264, 266
square-rooting by, 353, 384
Conversion, 48
binary to RNS, 60
BSD to binary, 177
decimal to binary, 17
decimal to RNS, 60
on-the-fly, 220, 233

Index

radix, 11

redundant to binary, 173

RNS to binary, 63
Converter. See Conversion
CORDIC (algorithm), 361, 371

circular, 367

constant-factor, 372

generalized, 367

hardware, 366

high-radix, 376

hyperbolic, 367

iteration, 363

linear, 367

radix-4, 372

redundant, 376

scaling in, 374

variable-factor, 372
Correction of quotient, 218
Correction of remainder, 218
Cost-effectiveness, 114, 117, 168
Cost—performance criteria, 4
Cost recurrence, 100, 114, 116
Counter, 83

(10; 4), 133

(11;2), 175

(3;2),39,133

4,4;4),135

(5;2), 192

(5;3), 199

5, 5;4), 135

(7, 2), 136, 167, 192

(7,3),134

(n;2), 136

accumulative parallel, 134

asynchronous, 84

carry-free, 85

down, 84

fast, 84

generalized parallel, 135

481

leading zeros or ones, 233, 298, 301

negabinary, 89

parallel, 134

up, 84

up/down, 84
Counting. See Counter
Coverage, 457
Cray-2 supercomputer, 356
Cray X-MP/Model 24, 468
Critical path, 79, 253, 389
Cubic convergence, 274

Cumulative distribution function,

320

Cumulative partial product, 144, 162

Dadda tree, 132, 173, 389
Data



482 Index

rate, 432
structure, 459
type, 19, 338
Decimal
addition, 88
binary-coded, 17
to binary conversion, 17
division, 229, 244
to RNS conversion, 60
square-rooting, 346
Decoding, 60
approximate CRT, 65
CRT, 63
Decrementation, 84
digit-pipelined, 428
Decrementer. See Decrementation
Default RNS, 55
Deferred carry assimilation, 125
Delay
balancing, 175, 435
model for carry-skip adders, 114
recurrence, 100, 114, 116, 132
superlinear, 87
Denormal (denormalized), 283, 471
Density function, 320
Detection
of faults, 448
overflow, 49, 56, 64, 79, 285, 304
sign, 49, 56, 64
underflow, 285, 304
Diagram, Robertson, 242
Difference, position, 48
Digit
complement, 23
pseudorandom, 322
rewriting, 30, 39
set, 9, 30, 39, 48, 54, 160, 219, 353
signed, 28
significant, 319
weight, 55
Digital
circuit, asynchronous, 441, 474
filter, 399, 407, 439
signal processor, 319, 431, 469
Digit-pipelined
addition, 422
arithmetic, 421
division, 423
increment/decrement, 428
multiplication, 422
square-rooting, 424
voting circuit, 428
Digit-recurrence
division, 262

square-rooting, 356
Digit-serial
adder, 87
pipeline, 419
Diminished
partial root, 350
radix complement, 23
Direct
signed arithmetic, 27
table-lookup, 394
Discrete logarithm, 71
Distance
between intervals, 341
Hamming, 449
Distribution
of errors, 320
function, 320
Distributive law, 318
Divide-and-conquer, 100, 191, 387,
405
Divide-by-zero exception, 212, 286,
306
Dividend, 211, 228
Divider. See Division
Division, 209, 384
array, 253
binary signed-digit, 258
bit-serial, 257
by constants, 221
convergence, 261, 307, 384
decimal, 229, 244
digit-pipelined, 423
digit-recurrence, 262
fast, 223
flaw in Pentium, 4, 240, 243
floating-point, 285, 306, 467
fractional, 212
high-radix, 228, 240
integer, 212
via left shifts, 213
logarithmic, 391
modular, 252
nonrestoring, 218, 230
with prescaling, 250
overflow in, 212, 220
programmed, 213
radix-4, 229
radix-r, 228
via reciprocation, 265
recurrence, 213, 228, 384
via repeated multiplications, 263
restoring, 216
RNS, 66, 257
sequential, 213

shift/subtract, 213
signed, 217
significand, 306
SRT, 4, 230, 238, 246
ternary, 243
by zero, 212, 286, 306
Divisor, 211, 228
Domain of convergence, 365, 380,
382

Dot notation, 125, 144, 199, 212, 224,

347, 389
Double
carry-save form, 198
edge-triggered, 438
extended, 284
LSB numbers, 52
precision, 282
rounding, 311
Down counter, 84
Downward-directed rounding, 287,
291, 323
DSP, 203, 319, 431, 469
fixed-point chip, 470
floating-point chip, 470
Motorola chip, 470
Duplication, 448
Dynamic
power dissipation, 432
programming, 113
range, 55, 57

Earle latch, 418
Edge-triggered, 438
Efficiency, representation, 56, 59
Elementary function, 378
Encoding, 6, 43, 60, 436
(n,p), 42, 48
(n, z, p), 42
(s,v), 42,48
1-out-of-3, 42
Booth’s, 149, 152, 233, 384
bus-invert, 444
End-around carry, 25
Error
absolute, 280, 337, 403
accumulation, 203, 265, 318
analysis, 5, 322
arithmetic, 313
arithmetic weight of, 450
average, 288
bound, 65, 265, 322, 336
cancellation, 315
code, 448, 451, 455
computational, 313
distribution, 320



expected, 320
propagation, 284
relative, 314, 337
representation, 280, 313, 320
round-off, 318
syndrome, 455, 460
truncation, 223
worst-case, 314, 318
Error-correcting code, 449, 455
Error-detecting code, 449, 451
Error-free arithmetic, 329
Evaluation
function, 343, 378
guarded, 434
Even-indexed, 101
Exact (error-free) arithmetic, 329
Exception, 78, 286, 303
divide by zero, 212, 286, 306
Execution, speculative, 339
Expansion
factor, 363, 373
Maclaurin series, 386
Shannon, 98, 438, 474
Taylor series, 386
Expected error, 320
Exponent, 280
base, 280
subtractor, 300
Exponential function, 370, 382
Exponentiation, 203, 370, 382
modular, 391
radix-4, 383
Extended
double, 284
format, 284
single, 284
Extension
base, 71, 459
of digit positions, 26
range, 32
sign, 26, 136, 148

Factor
expansion, 363, 373
scale, 308
shrinkage, 368
False alarm, 448
Fan-in or fan-out, 101
Fast
adder, 91, 108
arithmetic, limits of, 67
counter, 84
divider, 223
multiplier, 153
Fault tolerance, algorithm-based, 458

Fault-tolerant
arithmetic, 447
computing, 448
RNS arithmetic, 459
Feature size, minimum, 76
Fibonacci number, 339
Filter, 399, 439
finite-impulse-response (FIR), 440
infinite-impulse-response (IIR), 439
second-order, 399
Finite-impulse-response filter, 440
Fixed-point
DSP chip, 470
iteration, 342
number, 7, 14, 279
Fixed-priority arbiter, 105
Fixed-radix number, 8
Fixed-slash number system, 331
Flag
inexact, 282, 286, 331
negative or positive, 42
Flip-flop
carry, 76
double-edge-triggered, 438
self-gating, 438
toggle (T), 84
Floating-point
addition/subtraction, 284, 297, 466
denormalized number, 283, 471
division, 285, 306, 467
DSP chip, 470
execution unit, 466
format, 279, 282
IEEE standard, 282
long format, 282
multiplication, 285, 304, 466
number, 8, 279, 468
operation, 297
short format, 282
system, 314
Floating-slash number system, 332
Flow graph, 420
Format
extended, 284
floating-point standard, 283
self-timed, 442
Forward error analysis, 322
Fraction, continued, 329
Fractional
division, 212
precision addition, 123, 338
precision multiplication, 207, 338
square-rooting, 348
Frequency reduction, 84
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Full adder (FA), 38, 75, 129
Full carry lookahead, 92
Full-checksum matrix, 458
Full-tree multiplier, 166, 172, 269
Fully parallel multiplier, 172
Fully serial multiplier, 155
Function

approximating, 386

distribution, 320

elementary, 378

evaluation, 343, 378

exponential, 370, 382

hyperbolic, 368

inverse hyperbolic, 370

inverse trigonometric, 370

logarithm, 370, 379

residual, 98

square-root, 391

support, 48

trigonometric, 361

unit, self-checking, 456

Gated FA cell, 436

Gating, clock, 434

General convergence method, 261,

378

Generalized
CORDIC, 367
parallel counter, 135
signed-digit number, 41
square-root function, 391

Generate (carry), 81, 85, 91, 301
block, 93

Glitching, 434

Graceful or gradual underflow, 283

Graph
Brent-Kung prefix, 101
Kogge-Stone prefix, 101
prefix, 101

Grid resolution, 319

Group propagate (carry), 108

GSD arithmetic, 41

Guard bit/digit 6, 303, 315, 319

Guarded evaluation, 434

Half-adder (HA), 75, 129
modified, 84
NAND-gate, 76
Hamming distance or weight, 449
Handshaking, 441
Hazard, 83, 427
Hidden bit, 282
Higher-degree interpolation, 403
High-precision arithmetic, 328
High-radix
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addition, 92

CORDIC, 376

division, 228, 240

multiplication, 157

square-rooting, 352, 385
High subrange, 45
High-throughput arithmetic, 413
Historical perspective, 464
Horner’s method or rule, 12, 387
Hybrid

adder, 117

parallel prefix network, 102

signed-digit number, 42
Hyperbolic CORDIC, 367
Hyperbolic function, 368

inverse, 370

IBM System/360 Model 91, 466
IEEE floating-point format, 282
Imaginary-radix number, 10, 51
Imperfect coverage, 457
Implicit multiplication, 151
Incrementation, 84

carry-lookahead, 106

digit-pipelined, 428

parallel, 134
Incrementer. See Incrementation
Index, redundancy, 30, 41
Indication, overflow, 49
Indirect signed arithmetic, 27
Indirect table lookup, 394
Inexact flag or result, 282, 286, 331
Infinite-impulse-response filter, 439
Infinity, 283
Information coding, 449
Inner product, 207, 319, 389

bit-serial, 207
Input

additive, 203

arrival time, 120
Instruction, shift-and-add, 152
Integer

division, 212

representation, 8, 19

square-rooting, 345

unsigned, 8, 19
Intel

MMX, 338

Pentium Pro (P6), 471

Pentium processor, 3, 240
Interim sum, 36, 43, 45
Interpolating memory, 400
Interpolation

higher-degree, 403

linear, 400

quadratic, 403
second-order, 402
straight-line, 401
superlinear, 402
Interval
Archimedes’ method, 341
arithmetic, 323, 336
multidimensional, 341
Invalid operation, 286
Inverse
additive, 55, 336
hyperbolic function, 370
multiplicative, 62, 337
residue code, 454
trigonometric function, 370
Inversion, 451
Irrational radix, 10
Iteration
CORDIC, 363
fixed-point, 342
Newton-Raphson, 265, 353

Jamming, 290

Kahan’s summation method, 319
Kogge-Stone prefix graph, 101
Kolmogorov complexity, 81

Latch, Earle, 418

Latching overhead, 77

Latency formula, carry-lookahead
adder, 96

Latency-free bit-serial multiplier, 198

Law
associative, 317
cancellation, 318
Laws of algebra, 316
for inequalities, 325
for intervals, 341
Layout area, 78, 168, 176, 181
Lazy arithmetic, 338
Leading zeros or ones
counting, 233, 298, 301
prediction, 298, 301
Limited-carry addition, 45, 422
Limits of fast arithmetic, 67
Linear
approximation, 388, 401
CORDIC, 367
interpolation, 400
Ling adder, 97
Little-endian order, 335
Logarithm
base, 292
base-2, 381

discrete, 71
function, 370, 379
natural, 370, 379
Logarithmic
arithmetic unit, 307
multiplication/division, 391
number representation, 8, 279, 291
time adder, 114, 298
Logic
array, 235, 240, 250
CMOS transmission-gate, 76
multivalued, 41, 474
Long floating-point format, 282
Lookahead
carry generator, 93
circuit, 49
multilevel, 92
Lookup table, 235, 267, 366
piecewise, 403
ROM, 400
size, 270
Loop unrolling, 439
Loss of significance, 315
Low-cost
modulus, 59, 69
product code, 451
residue code, 453
RNS, 59, 69
Lower bound, 323
Low-power arithmetic, 430

Maclaurin-series expansion, 386
Magnitude comparison, 56, 62
Manchester
adder or carry chain, 85, 103
MUS computer, 119, 166
Mantissa, 282. See also Significand
max, 10, 19
Matrix
column checksum, 458
full checksum, 458
row checksum, 458
Maximum
absolute error, 280, 337, 403
relative representation error, 320
Memory, interpolating, 400
Merged arithmetic, 388
Method
Archimedes’ interval, 341
convergence, 261, 378
Horner’s, 12, 387
Kahan’s summation, 319
speedup, 4, 153, 223, 267, 372
split-table, 397
MFLOPS, 431



Micropipeline, 474
Microprocessor, 104, 471
Alpha, 476
CMOS, 104
MIPS, 476
Pentium, 3, 240
Pentium Pro (P6), 471
Microprogram, 221
Microprogrammed
control, 145
processor, 215
min, 281
Minimum feature size, 76
MIPS, 431, 476
Mixed-radix
number system, 61
representation, 7, 10
Mode
primary representation, 338
rotation, 365, 367
secondary representation, 338
vectoring, 366, 368
Model, delay, 114
Modified
Baugh-Wooley method, 179
Booth’s recoding, 159, 164, 178
half-adder, 84
Modular
arithmetic, 23
carry-save adder, 200
division, 252
exponentiation, 391
multioperand addition, 201
multiplication, 200
reduction, 23, 252, 404
Modulus 88, 722
check, 451
low-cost, 59, 69
redundant, 459
Motorola DSP chip, 470
MRRE, 320
MSD-first operation, 421. See also
Digit-pipelined
Multidimensional interval, 341
Multilevel
carry-skip adder, 111
lookahead, 92
Multioperand addition, 125, 173
modular, 201
pipelined, 127, 428
Multiple-forming circuit, 173
Multiple representations, 49
Multiplexer (mux), 76, 398
Multiplicand, 143

Multiplication, 141

additive, 193

array, 181, 186

balanced ternary, 171

binary signed-digit, 155

bit-serial, 195

canceling division, 318

by a constant, 151

without CPA, 184

digit-pipelined, 422

fast, 153

floating-point, 285, 304, 466

fractional-precision, 207, 338

full-tree, 166, 172, 269

fully parailel, 172

fully serial, 155

high-radix, 157

implicit, 151

via left or right shifts, 144

logarithmic, 391

modular, 200

multibeat, 166

one’s-complement, 155

parallel, 172

partial-tree, 166, 179

pipelined, 185, 270

programmed, 145

radix-16, 164

radix-256, 165

radix-4, 157

radix-8, 164

radix-r, 157

recurrence, 144, 157

RNS, 56, 408

of RNS numbers, 56

semisystolic, 196

sequential, 147

shift/add, 143

signed, 148

significand, 304

via squaring, 202, 396

via table lookup, 396

three-beat, 167

tree, 166, 172

twin-beat, 166

two’s-complement, 148
Multiplicative

inverse, 62, 337

normalization, 378
Multiplier. See Multiplication
Multiply-add, 144, 203, 470
Multiply/divide unit, 255, 307
Multiprecision arithmetic, 332
Multivalued logic, 41, 474
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Mux (multiplexer), 76, 398

NaN, 282
NAND-gate half-adder, 76
Natural

logarithm function, 370, 379

number, 7, 19
Negabinary

counter, 89

number system, 9
Negation, 47 .
Negative and positive flags, 42
Negatively weighted sign bit, 28
Negative number, 19
Negative-radix number, 9, 29, 51
Network

borrow, 92

carry, 83, 85, 92

parallel prefix, 100
Neuron, artificial, 474
Neuronlike element, 477
Newton-Raphson iteration, 265, 353
Nickel-cadmium battery, 430
Noisy-mode computation, 322
Nonrestoring

array divider, 254

array square-rooter, 356

division, 218, 230

square-rooting, 350
Nonseparable code, 452
Normalization

additive, 378

multiplicative, 378

postshift, 285, 304

of slash numbers, 331
Normalized significand, 281, 320
Not-a-number (NaN), 282
Number (representation)

2-adic, 33

any (aN), 330

automorphic, 72

balanced ternary, 9

biased, 21

binary signed-digit, 41, 48

carry-save, 38

complement representation, 22, 55

complex, 10, 207

denormalized, 283, 471

Fibonacci, 339

fixed-point, 7, 14, 279

fixed-radix, 8

fixed-slash, 331

floating-point, 8, 279, 468

floating-slash, 332

hybrid, 15
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redundant, 63, 459
Resolution, grid, 319
Restoring

array divider, 253

array square-rooter, 356, 360

divider, 216

square-rooting, 347
Result checking, 457
Retiming, 196, 425, 440
Retirement register, 472
Rewriting of digits, 30, 39
Ripple-carry adder, 75, 128
Ripple design, 49
RNS (residue number system)

addition, 56

arithmetic, 56, 459

default, 55

division, 66, 257

low-cost, 59, 69

multiplication, 56, 408

position weights, 55, 63

redundant, 63

representation, 54, 66

selection of moduli, 57

symmetric, 71
RNS-to-binary conversion, 63
Robertson diagram, 242
Robust data structure, 459
ROM

lookup table, 400

rounding, 290
Roman numeral system, 7
Root

digit selection, 346, 353

partial, 350
Rotation, 361

angle, 363

mode, 365, 367
Round(ing), 287, 303, 314, 349

bit or digit, 303

double, 311

downward-directed, 287, 291, 323

on-the-fly, 310
ROM, 290

R*, 289

to nearest, 287

to nearest even, 289
to nearest odd, 289

toward —oo (downward), 287, 291,

323

toward +00 (upward), 291, 323

toward zero (inward), 287
upward-directed, 291, 323
von Neumann, 290

Round-off error, 318
Row-checksum matrix, 458
Row skipping, 183
R* rounding, 289
Rule
Horner’s, 12, 387
selection, 380, 383

Scaled
remainder, 348
value, 65
Scale factor, 308
Scaling, 62, 308
in CORDIC, 374
factor, 251, 308
Scanning, overlapped 3-bit, 160
SEC/DED, 448
Second-order
digital filter, 399, 407
interpolation, 402

Secondary representation mode, 338

Selection
boundary, 239, 248

of quotient digit, 212, 232, 241, 246

of RNS moduli, 57
of root digit, 346, 353
rule, 380, 383

Selective complementation, 27, 299

Self-checking, 448

code checker, 457

function unit, 456
Self-gating flip-flop, 438
Self-timed format, 442
Semilogarithmic number, 295
Semisystolic multiplier, 196
Separable code, 453
Sequential

division, 213

multiplication, 147

square-rooting, 349
Series expansion, Maclaurin, 386
Shannon expansion, 98, 438, 474
Shift/add multiplication, 143
Shift-and-add instruction, 152
Shifter

bidirectional, 303

combinational, 301
Shifting over Os or 1s, 233, 243
Shift/subtract

division, 213

square-rooting, 347
Short floating-point format, 282
Shrinkage factor, 368
Sign, 19

bit (position), 20, 28

detection or test, 49, 56, 64
extension, 26, 136, 148
negatively weighted, 28
and value encoding, 42
vector, 29

Signal processing, 57

Signal transition, 433

Sign-and-logarithm number, 8, 279,

291
Signed
arithmetic, 27
digit, 28
division, 217
multiplication, 148
number, 19, 136, 148, 178
position, 28
tree multiplier 282
Signed-digit number, 9, 41
Signed-magnitude
adder, 20
number, 7, 17
Significance
arithmetic, 322
loss of, 315
Significand, 280
adder, 298, 301
divider, 306
multiplier, 304
normalized, 281, 320
Significant digit, 319
Single
error correcting (SEC), 449
error detecting (SED), 449
extended, 284
precision, 282
Single-level
carry-lookahead adder, 94
carry-select adder, 114
carry-skip adder, 111
Single-stage preshifter, 300
Size
step, 319
table, 270
Skew
clock, 415
controlled, 417
random or uncontrolled, 415
Skip block, 109
Skipping, row, 183
Slash number system, 331

Spanning-tree carry-lookahead, 104

Special operand, 286
Special-purpose system, 5
Speculative execution, 339



Speed/cost trade-offs, 5, 43
Speedup method, 4, 153, 223, 267,
372
Split-table method, 397
Squarer, 201
bit-serial, 206
Square-rooter. See Square-tooting
Square-rooting, 345, 385
array, 356
convergence, 353, 384
CORDIC-based, 370
decimal, 346
digit-pipelined, 424
digit-recurrence, 356
fractional, 348
generalized, 391
high-radix, 352, 385
integer, 345
nonrestoring, 350
parallel, 356
pencil-and-paper algorithm, 345
programmed, 358
radix-4, 352, 385
radix-r, 352 .
recurrence, 348, 352, 355
restoring, 347
sequential, 349
shift/subtract, 347
SRT division, 4, 230, 238, 246
Stage delay, pipeline, 414
Staircaselike selection boundary, 239,
248
Starting approximation, 267, 270, 353
Static power dissipation, 432
Step size, 319
Sticky bit, 303
Storage overhead, 49
Stored-borrow number, 42, 50
Stored-carry number, 38, 41, 50
Stored-carry-or-borrow number, 42,
50
Stored-double-carry number, 50
Stored-triple-carry number, 50
Straight-line approximation, 401
Subdistributivity, 341
Subrange, low or high, 45
Subtraction, 73. See also Addition
borrow-lookahead, 104
controlled cell, 253
exponent, 300
of RNS numbers, 56
Subtractive adder, 87
Subtractor. See Subtraction
Successive refinement, 405

Sum
interim, 36, 43, 45
position, 36, 43
prefix, 99
Summation, Kahan’s method, 319
Supercomputer
Cray-2, 356
Cray X-MP/Model 24, 468
IBM 360 Model/91, 466
Superlinear
delay, 87
interpolation, 402
Supply voltage, 432
Support function, 48
Switching
activity, 432
adiabatic, 433
Symmetric
range, 20, 26
RNS, 71
Syndrome, 455, 460
System, floating-point, 314
Systolic
arithmetic circuit, 425
array, 195, 425, 474
bit-serial multiplier, 197
digit-pipelined multiplier, 426
retiming, 196, 425, 440

Table
lookup, 56, 60, 267, 307, 394
minimization, 396, 408
size, 270
Tabular form, 130
Taxonomy, 42
Taylor-series expansion, 386
Ternary
division, 243
number, 9, 311
parallel counter, 140
Test
acceptance, 457
sign, 49, 56, 64
T (toggle) flip-flop, 84
Three-beat multiplier, 167
Three-channel computation, 448
Throughput, 413
per unit cost, 415
pipelining, 414
Toggle (T) flip-flop, 84
Trade-off
accuracy/speed, 402
speed/cost, 5, 43
Transfer
signal (carry), 86
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digit, 36, 43, 45

range estimate, 45
Transfer-out, 49 .
Transition

signal, 433

signaling, 442
Transmission-gate logic, 76
Tree

balanced-delay, 175

carry-save adder, 131

Dadda, 132, 173, 389

Wallace, 131, 173, 389
Tree multiplier

full, 166, 172, 269

partial, 166, 179

pipelined, 185
Trigonometric function, 361
Truncation, 269

error, 223

of results (chopping), 287
Twin-beat multiplier, 166
Twin primes, 3
Two-level

carry-lookahead adder, 95

carry-select adder, 115

carry-skip adder, 111
Two-rail

carry, 83

protocol, 442
Two’s-complement

adder/subtractor, 27

array multiplier, 181

multiplication, 148

number representation, 24
Two-table modular reduction, 405

ulp, 10, 23
addition of, 26
Uncertainty rectangle, 247
Uncontrolled clock skew, 415
Underflow
detection or handling, 285, 304
graceful or gradual, 283
region, 281
Unidirectional multiple errors, 452
Unit
arithmetic, logic. See ALU
in least position (uip), 10, 23
multiply/divide, 255, 307
Unnormalized
arithmetic, 317, 322
number, 283, 471
Unordered, 286
Unpacking, 297
Unrolling, 91, 97
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loop, 439
Unsigned integer, 8, 19
Up counter, 84
Up/down counter, 84
Upper bound, 323
Upward-directed rounding, 291, 323

Value, scaled, 65
Variable-block
carry-lookahead adder, 106
carry-skip adder, 109
Variable-factor CORDIC, 372
Variable-precision arithmetic, 334
Variable-shift SRT division, 234
Vector

processor, 468
radix, 10
sign, 29
Vectoring mode, 366, 368
VLSI
implementation aspects, 104, 167
layout, 104, 181
technology, 473
Voltage, supply, 432
von Neumann rounding, 290
Voter, 428, 448

Wallace tree, 131, 173, 389
Wave front, 416

Wave pipelining, 416, 442

Weight, 55, 63, 450
arithmetic, 450
Hamming, 449
position, 55, 63

Wired OR, 97

Worst-case carry chain, 81

Worst-case error, 314, 318

Zero
detection or test, 49
division by, 212, 286, 306
representation, 20, 49
Zeros, leading, 233, 298, 301
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